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THE ROLE OF AEROSPACE TECHNOLOGIES AND THE
MILITARY FACTOR
FOR NATIONAL SECURITY

Petar Getsov¥ Pavel Penev**

* Director of the Space Research Institute-Bulgarian Academy of Sciences
** Military Academy “G.S.Rakovski”

Abstract

In the paper, the current siate of using aerospace data inl the Bulgarian Army is
discussed. The poteniial application areas of aeropuce images in military affairs are
outlined. Peacetime, pre-war and wartime tasks are identified and classified 4 National
Centre for Aerospace Data and a Unit ar the Bulgarian Army are suggested 10 be

established to enhance the preventive factor in national security.

Currently, the Bulgarian army docs not have in its disposition data
from remote sensing Artificial Earth Sateilites (AES) - military or civil.
However, there is some experience with the use of tWo communication
satellite systemns, including “Inmarsat”, the global satellitc navigation
system “NAVSTAR” by the Aviation and the Navy; the satellitc
meteorological sysiem “Metcosat” for the needs of the Air Force; as well as
the station of the military-topographic service of the Bulgarian Army (BA)
for monitoring of AES by the system “NAVSTAR”.

In the Military Doctrine of the Republic of Bulgaria, the following
text was incorporated envisaging the future usc of the space segment in
military affairs:

“In modernization of the armed forces, priority shall be given to the
systems for command, control. observation, investigation, communication,
mutual acquaintance, computerization, navigation, including space
systems, equipment, and technologies providing for compatibility with the



armed forces of the NATO member-countries and transition to national
information society.”

By Order No.9/19.01.1998 of the Head of the General Stafl (GS) of
the BA, a work group was instituted to assess the need of aerospace data for
the BA. At the GS, the Ministry of Defence (MD), and the various types of
armed forces, archive space images from civil (American, French, and
Russian) satcllites for remote sensing of the Earth from Space were shown
with resolution of 30 to 2 meters.

This analysis revealed that the army needs a unit to acquire, process,
analyze, and distribute the necessary space data among all uscrs from the
corps. This unil is an affiliate of the National Centre for Acrospace Data
(NCAD), which is intended to serve all users in the country (Fig.1).

The major prospective military areas where space images could be
implemented are the following (Fig.2):

- assisting decision-taking based on models and data bascs;

- digital cartographing and Geographic, Information Systems

(GIS);

- digital modelling of terrain, simulation, and training cquipment.

According to current information war theory currently, the decision-
taking process is a cognitive onc. It takes place at all levels of military
hierarchy: strategic, operative, and tactic, through the data-decision-action
cycle. The sufficient amount of available correct data at each of these levels
provides for the normal course of the cognitive cycle, If image data from the
arena of military activity (AMA) is sent by a satellite almost on-line and the
opponent does notl have such data, a data supcriority is available from the
viewpoint of dala provision of the actions of the armed forces. The
implementation of this approach provides for a more expedient data-
decision-action cognitive cycle. Thus, the actions of the corps and forces
will be morc expedicnt, too, and hopefully, they will be used in the most
rational way.

In this dircction, the unit shall have to solve the following specific
problems:
a) with respect to the potential opponent

- revealing, identification, and determination of the coordinates of

military objects;

- collecting data about the dislocation and composition of the

Infantry, Air Forces, and Navy of the neighbouring countries;

- controlling the observation of bilateral or multilateral military

agrecments on near-frontier zongs;




- collecting data about the military-economic potential of the
opponent;

- control of AMA cquipment;

- collecting data about the accessibility and capacity of operative
or technical dircctions;

- early identification of preparatory activities for aggression;

- monitoring of the progress of the troops of potential aggressors;

- collection of operative-technical data for planning of military
actions,

b) with respect to one’s one 1roops

- control and asscssment of operative masking;

- updating of cartographic data for the country’s territory and the
pertaining territories of the neighbouring countries;

- preparation and timely communication of topogeodetic data to
the troops for the purpose of study and assessment of the AMA;

- integral coordinate-time provision of the forces and cquipment of
the BA;

- preparation of initial data with a view 10 the cflective use of
armament and military cquipment;

- coordination of satellite communication systems;

- coordination of AMA real-time metcorological data and weather
forecast for a couple-of-days period;

- providing for the search and rescue of crews, |aircraft, ships, and
people in calamitous situations:

- collection of data about the locality’s pollution, radioactive
pollution including, caused by great industrial failures and
assessing their effect on the troops grouping;

- monitoring of the state of water catchments and assessing the
risk of potential floods;

- assessing the cffect of peace-time activity of the BA’s garrisons
on regional ccosystems:

- provision of the forces and equipment | participating in
humanitarian or peace-establishing operations.

If, however, the opponent has already gained data superiority, the

effort may be aimed at its reduction.

The above-listed tasks may be also classified as ‘peace-time tasks,
tasks in a period of threat, and war-time tasks, Regardless of the used
classification, their analysis reveals that the nature of these tasks is mostly
informative. Their accomplishment assumes the solution of 2 complex of



technical, organizational, and financial problems, the timely preparation of
dedicated military staff including.

Digital cartographing based on satellitc images allows o make
digital maps and to develop geoinformation systems referencing the
individual activitics, objects, and plans to geographic coordinates. Thus,
various sections depending on the chosen symptom may be obiained
providing invaluable data to military activity.

Digital terrain modelling allows to creatc data arrays for control of
high-precision weapons, aviation, and unmanned aircraft. They can also be
used to train crews by creating virtual media close to the real one ihercby
providing for the accomplishment of economical and highly cffective staff
instruction and training,

To implement these tasks in the strategic and operative units of the
BA, three kinds of satellitc data arc needed: archive data, requesied data,
and current data.

Archive data is fundamental 1o assessment of the AMA, collection of
additional cartographic data ctc.

Requested data (up to several days} may be used to identify
preparatory activities for potential aggression, to assess the masking of
one’s own troops, and to plan future battles.

Current data provides a ncarly on-line assessment of the military-
Strategic circumslances in the region, including monitoring of the
development of potential critical situations on the Balkans.

While the first two types of information can be provided for a
compensation by distributing organizations, current data assumes the usc of
a ground-based station for receiving of images from remote sensing AES. In
most countries, this equipment foed such data not to one institution, but to
all concerned users related with economy, ecology, infrastructures, defence,
and security. Albeit the current unfavourable cconomic circumstances, the
Republic of Bulgaria can use data [rom various spacecraft with Bulgarian
equipment on board.

Accounting for the expanding market of |satellite data, for the
purposc of this data’s wholesome utilization lor the neceds of defence and
other public activity areas, two approaches are possible:

a) through distributing organizations — rcgular obtaining of archive

and requested data;

b} through construction of stations for data acquisition from remote

sensing AES - obtaining of current data.

In Bulgaria, image data is distributed by the French firm “Spot
Image™, the Russian firm “Sovinformsputnik” and the Greek firm “Space
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Imaging Europe” s.a. Professionals are also available who process these
images by modern computer equipment, including by Silicon Graphics and
Sun stations and devclop GIS. This will be helpful in accomplishing both
the first and the second version.To implement the second version for the
nceds of the country, a saicllite data acquisition system should be bought
which will supply images to the aerospacce data unit of the MD as well
Suitable for the purpose are the mobilc satellite data acquisition systems,
which appeared rccently on the market, They feature good cnough
characteristics and rclatively low prices (about US85$500,000). An example of
such station is the Dutch system “RAPIDS” (Figs.3.1, 3.2, 3.3). The
diagram of the joint Bulgarian-Dutch experiment is shown in Fig 4,

Accounting for the achievements and traditions of our country in
Space use, by Decree of the Council of Ministers (CM) No.462/ 12.12.1997,
an Interinstitational Committee on Space Studies (Fig.5) was established, It
accounis for and implements the intercsts and suggestions of the institutions,
Organizations, and private companies, among which the MD occupies a
central place. The choice of the proper version lies within the competence of
the Interinstitutional Committec on Space Studics. The solution of this
problem is indispensable in view of the fact that the Republic of Bulgaria is
winning recognition as an mfrastructural joint on the Balkans comprising
transportation corridors, petrol-, gas- and cleetricity-conducting networks,
and a host-state to the staff of the multinational corps in South-East Europe.

Dcpending on its capacity, the prospective NCAD will provide data
ot only to the military, state, and private institutions, but to the statle’s
lcadership as well — the Advisory Council on National Security at the
President’s Office and the Council at the CM.The foundation of the NCAD
at the BA is an essential prerequisite for strengthening of the preventive
factor of national security, which becomes of essential importance now that
the quantitative-qualitative features of the armament, military cquipment,
and the BA as a whole have dropped.

References
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RAPIDS

WHAT IS RAPIDS?

RAPIDS is a ground-based receiving station for
receiving and processing of data from remote

sensing satellites — ERS and SPOT

SYSTEM ADVANTAGES |
* Optional autonomous receiving of local data :

*  within an arca with radius of 1,000 km.

* Easy transportation and installation.
¢ Automatic monitoring of satellites, collection amlﬂ processing of data.

* Processing and archiving of data from optic and
radar sensors,

* Using standard PCs and software,

¢ Automatic check-ia, easy maintenance,

e and prospects for development.

* Standard data source format compatible with various applications and
technical equipment.

¢ Potential for system development with a view

to receiving data from other satellites — ‘
LANDSAT, IRS, RADARSAT, EROS etc. J
ion.

* Mission planning, education, training and simula

|
Joint project i
Organized by the Ministry of Defence of the RePublic of Bulgaria
and the Kingdom of Netherlandis
Fig.3.2
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RAPIDS

POTENTIAL APPLICATIONS OF THE OBTAINED DATA

° Classification of the types of land cover for the purpose of
updating the data from the project CORINE LANDCOVER.

® Mapping by using high-resolution data.

* Topical mapping and monitoring of forest massifs by
optical and radar data combined with ground studics.

® Monitoring of natural disasters and failures. Effective
identification of forest fires and floods, monitoring of their activity.

Monitoring of areas with seismic activity.

Working out of digital topographic maps.

Obtaining of sterec images and deriving
of digital models of the locality.

3D modelling for the purpose of terrain mapping and
representing from various view angles and positions.

¢ Development of training complexes and simulation data bases.

Joint project
Organized by the Ministry of Defence of the Republic of Bulgaria
and the Kingdom of Netherlands

Fig.3.3
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POJIATA HA AEPOKOCMUYECKUTE TEXHOJOTHH N
HA BOEHHHA ®AKTOP 3A HAIIHOHAJIHATA CUT'YPHOCT

[Temvp Teyos, [lasen Henes
Pesrome

B noxpama ce pasnimexma  CHBPEMEHHOTO — ChCTOSHUE Ha
M3TIOA3BANIETO Ha aEPOKOCMMYCCKA MHGOPMalMs B bBhurapckara apmus.
Hedunnpany ca OCHOBHHTE BB3MOXHE OONACTH HA NPUIIOKEHHE Ha
ACPOKOCMUYECKUTE N300paXKeHMS BBHE BOEHHOTO geio., llocoueHH u
KBACUPULMPaHH ¢a 3aAaYNTEe B MHPHO BpeMe, B 3aCTPAllABAIIMs TICPHO H
B5B BOCHHO Bpeme. [Ipeanara ce na Gbae cbafiajeH HAIMOHANEH UEHTBD 34
aepoOKOCMUHECKa MHPOPMALUS U 3BCHO kbM BAH ¢ uen sacunsave ua
PEBAHTHUBHHSA (PAKTOD B HALMOHANHATE CUTYPHOCT.
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ONE POSSIBLE SIMPLIFICATION OF THE DYNAMICAL
EQUATION GOVERNING THE EVOL UTION
OF ELLIPTICAL ACCRETION DISCS

Dimitar Dimitrov
Space Research Institute - Bulgarian Academy of Sciences

Abstract

It is shown that, under the assumption of the viscosity law|y = 2", the integrals
involved in the equation describing the dynamics of the disc, may be replaced by
polynomials and exponential Junctions of the eccentricity e, its derivative é = da/d(in p)
with respect to the focal parameter p, and the power index n. This transformation is useful
for numerical solving of the dynamical second-order differential equation, because it
avoids numerical evaluation of the integrals and, possibly, contributes ta a more stable
computational procedure. Our consideration of the problem is limited to the case when the
values of the parameter n are not integers.

Obscrvations and theoretical studies give evidences that the
accretion discs around compact objects (in the Newtonian approach) arc not
only circular in shape, but may also have elongated structure. In the later
casc it is possible the eccentricity e of the particle orbits to vary with the
focal parameter p (¢ = e(p)); c.g., the outer parts of the disc are more
clongated than the inner ones. We shail consider smooth accretion discs in
the sense that the possible spiral structures into the disc are not taken into
account. The present paper is based on the theory of elliptical accretion
discs developed by Lyuobarskij et al. [17 and in what follows we shall usc
their approach and notations. These authors have obtained the dynamical
cquation governing the motion of particles alone elliptical streamlines and
determining the functional dependence e = ep) for a priorl  assumed
viscosity law 5 = X", Here n is the viscosity coefficient, 5 = 2p) is the
disc surface density, B and n are parameters independent of p. They have

17



also solved this equation (using numerical methods) for some values of the
power index n.

The case of constant eccentricity e (when ¢ does not depend on p and
azimuthal angle ¢ for all points of the accretion disc) is a particular case of
the set of solutions of the dynamical equation. It was treated in details in [2].
In this paper we concenirate on the case ¢ = ¢(p} and show that the
dynamical equation may be simplified to some extend, avording numerical
computation of the integrals involved in it. Following Lyubarskij et al. [1],
we infroduce a new variable u = Iz p and write e = e(u ) instead of ¢ = ¢{p).
Correspondingly, we denote by ¢ the derivative ¢ = de/du. The streamlines _
of the fluid particles are described by the equation [1]:

() (Y (9ZIoe)-Z(0Y/0¢) 1 é + [ Y (82/0e) - 7.(OYIde) - Yie]lé +
YI@/IOW-Z -(U2X1-eHY =0

In the above equation the auxiliary functions Y, Z and W (angle averaging
with respect to ¢ has already been performed) are represented by the
relations:

) 3Y(e, ¢, n) = (I 2m)(p/GM) " 213G+ +2e8)]y + (Te + & - deé -
2¢° al, + (4e” - ez ],

(3) 32(e ¢, n) = (1 2m)(p/GM) 721 B+ ¢ - 2ee + 2e Oy + (13e + .’2e +
4e 6e%e - 2¢* el + (226 + 2¢* - 12¢6 - 4¢° &l + (16€° - 12¢* €}z
+ (4e -4¢° 4],

4) 9W(e é, n) = {1/ ZE)(prM) M2y (9 2¢° + ¢ + 4ee de’e + 8% +
4ee)lg +(33e 26 + ¢ -24e+4ee 483-!-863 +4ee)I;+(4Se
- T2e¢ + 8N, + (326 - T26% + 24V + (8e” - 240% + 16625A)L ] .

In such a way, at the very beginning of the problem for finding the
dependence e = ¢(p) by solving the dynamical equation (1), there arises a
difficulty due to the inevitable appearance of 7 integrals defined as:

2n

(5) e, 4, m) =] cost ¢ (1 + ecos 9)™2[1 + (e - é)cos g1 do ,
6]

k=0,1,...,4,

18




2n
6) Iyle, ¢, n)= ,[ (1 +ecos 9)" {1 + (e - &)cos wl " dp,
: 0

2n

D Toe, éon) =] (1 +ecos )" [1 + (¢ - &)cos g] T do .
0

Integration over ¢ describes the angle averaging along the streamlines.
Coefficients of the equation (1) depend on e = e(u = np),é=eéeu=Inp)
and the power index n, which is assumed to be independent of p and ¢. The
above Integrals (5) - (7) are considered for values of e(u) and é(u) which
satisfy the restriction le - él < 1, 30 no stngularities arise during the
integration. This requirement is connected to the condition that the metric in
the curvilinear coordinates {p, 9) must be nonsingular and self-adjoint orbits
do not intersect. Finding the solution of equation (1) is complicated by the
fact that the unknown function e{u} and its derivative é(u) enter into the
integrands of (5) - (7). Substituting expressions (2) - (7)|into the dynamical
equation (1), describing the structure of the stationary accretion disc, leads
to the following general form of this equation:

(8  lAx(e,é,n)é+ Bixle, &, n)] Ii (e, ¢, nil(e, é, ny = 0, where the sum
is overiand k (i, k = 0-, 0+ 0, 1,..., 4}, and i is less or equal to k.

Functions Ay and By, are polynomials in e, é and #. ]ln the present paper
we show that the integrals (5) - (7} can also be expressed as polynomials
and exponential functions of ¢, ¢ and n, avoiding in such a way the
numerical integrations during the procedure of numerical solution of (8),

Using the identities 1 = cos? g+sin‘p, 1= (I +ecos p)-ecos g, 1 =11
+{e-¢é)cos o ]~ (e - é)cos ¢ and integrating by parts, we can find relations
which enable us to eliminate (in principle) the integrals I, I, I; and Ip. For
¢xample, for the first two integrals we have: '

@) (e-&ele=(n-2¢(e" - e To. - (n - 2)e(e - e I
*2e+(n-2)é(e*- De I 1 + (1- e ™, - [Be + (n - 26 I,

(0)  (e- el =[3e+ (n-2)¢ Il + [2¢* - 3¢* + (2 + d)ee - 4ee + (n -

2)¢* + 26 x[(e - el My + (n - 2)(e - ) - De o + (n + De(l - & +
2eé- e -6) "y, .
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Further this approach is not appropriate to obtain solutions for I (e, é,
) and Ip.{e, ¢, n), because another integrals (different from the system of
the 7 integrals (5) - (7) must be involved; i.e., chiminating Ip. and Iy, , we
would introduce new unknown integrals. It is reasonable then to usc the
derivatives of these integrals with respect to e and ¢, Here we consider ¢, ¢
and n as independent variables, because the analytical solutions e = e(u) and
é = é(u) are so far unknown for us. We shall write the cxpressions for some
of thesc derivatives:

(11) Oly/de = (n-2)e - (n-2e T+ (n+ 1)(e-6) Toy - (n +1)(e - &)™
(12)  dlglde=(n+1)e-¢)"'Ty-(n+ (e-¢é) 'Ly

(13)  Olfbe=(n-20e™Mi-(n-2eTo+(n-2)e 2Ty - (n + 1)e - &),
+(n+1)e-6)2lh-(+ 1) e-6) o,

(14)  ofde=m+1e-&) ' h-(n+1Me-&) ly+m+ De-&) 2 1y,
elc,

The recurrence dependence for the derivatives of I, Is and Iy is obvious.
(15) Olpfde={e{l -] {[3-2n- 1)’ .+ (n + )2 - e&)oy - 3L } ,
(16) Olgfoé=(n+ 1)e ' (I, -1p.).

For 0ly,/0e and 01y,/0¢ we also have a linear dependence on I, Io. and
Iy.; for brevity we shall not write it here in an explicit form. For example,
differentiating with respect to ¢ and ¢ the linear relation between Tole, &, n) ,
Io. (e, é, n) and Iy, (e, ¢, n) , replacing the derivatives and also the integrals
which differ from Iy. and Iy, , we shall obtain a linear homogeneous system
for the later two integrals To. (e, é, r) and Ig, (e, é, n) . For our purposes, it is
enough to use not the full solution, but only the proportionality relation
between Ip. and g, :

(17)  Tode, &, n) =Dgle, &, m)lo.le, &, 1),

where Dy.(e, é, n) is a polynomial in e, ¢ and #. It should be stressed that in
the above linear rclation there is not a free term, which follows from the
homogeneity of the above mentioned sysicm. Returning to the expressions
Iy, Ii, I and Iy, which also do not include free termg (in the sense, terms in
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which absent integrals of the type (5) - (7) ), and replacing consecutively the
results for Ip. , Iy , I , I, , we shall obtain proportionality relations of the
Same type as (17). There is, however, a gap in our solution for the system of
integrals (5) - (7), because we have not found yet any expression for the
integral I3 . We can differentiate Iz(e, €, n) with respect to e or é. In the later
case the result is a differential equation for I, which takes 4 simple form :

(18) 0L+ (e-&)" Lde=(n+ 1)e- ' s+ (e-6) ' L] - nte - &7,

This equation enables us to find Li(e, ¢, n) if the expression for I (e, ¢, n) is
already known. i may be checked that a proportionality relation Iz{e, ¢, n) =
Dsle, ¢, n)ip.(e, ¢, i}, where Ds contains a polynomial part in e, ¢, n, and,
additionally, exponential function of ¢, ¢ and n, may serve as a general
solution of the equation (18), Summarising all the results, we sce that 6 of
the integrals (5) - (7) are expressible through the seventh jone:

(19 Ile, é,n)= Dile, é, m)lp (e, é,n), k= 0-,0,1,....,4.

Dyle, €, n} are already known functions, containing polynomials in e, é n
and exponential functions depending also on e, ¢ and n. The dynamical
equation (8} then becomes into the form:

20 { 2[Au (e, &, n)é + By, {e, &, 1)IDi{e, &, n)Dile, é, n) } (Ins (e, é, n.)}2

H

where the sum is over i and k (L,k=0-,0+0,1,...,4), and i is less or
equal to k. Taking into account that the integral Iy (e, e, n)[k,_éld is always
strictly positive, it is possible to cancel out ( Ig,)? and to rewrite (20) as:

@l [YAwle, &, m) e+ YBile, ¢, ) =0, i, k=0-040,1, ... 4,

where the both sums arc again over i and k, and also i is|less or equal to k.
Here Ay and By are polynomials or exponential functions in e, ¢ and #.
Numerical integration of the equation (21) does not already require any
computation of integrals (which include also the unknown solution e{u) and
its derivative é(u)). So, the situation concerning solution of equation (1) is
improved at Icast in order to simplify the computational procedure.
Possibly, equation (21) admits applicability of more stable algorithms in
order to find more accurate solution of the problem. Is it possible to obtain

21



an analytical solution to the simplified equation (21) is still an open
question, which is under investigation.
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EJHO Bb3MOXKHO OIIPOCTSIBAHE HA JIMHAMHWYHOTO
YPABHEHUME, 3ATABAIIIO EBOJIIOLUSTA HA
EJAIITHYHHUTE AKPEITMUOHHM JIUCKOBE

Humumop Jumumpos

Peszwme

lloxazano e, 4e opy OONYCKAHETO HA 3aKOH 34 BUCKO3MTETa O BH/a
7 = P2 ", uHTerpanure, BKNIOYEHH B YPaBHOHUETO KOETO OIWMCBA
AuHamMKara Ha JucKa, morat )@ 6baaT 3aMecTeHH ¢ MORMHOMH U
EKCTIOLCHUMANIN QYHKIMH OT EKCLCHTPUIINTETA €, HErOBATA IIPOU3BOAHA &
= 0e/d(in p) ciipsMo QOKaNHNS DPAMCTLD p M OT CTENCHRUS MoKa3aTell .
Tasn  Tpancdopmauus e 1onesHa NpH YUCIACHOTO pellaBaie Ha
AMHEAMUYHOTO JIMQEPEHLANHO YpaBHEHUE OT BTOPH pef,  3al0TC TA
FoMycka Jsia ce wm30erne YHCICHOTO OUCHSBAHE HA WHTEIPAIHTE U
CBEHTYaNHO ofyciass mo-cTabWiHa HM3UHCIKTENHA npoluemypa. Hamero
pasrieKaaHe Ha 3a7a4aTa & oTpalueHo JI0 Cnydas, KOTaTo CTOMIIOCTHTE Ha
[IapaMeThpa 7 HE ¢a LEeJIM YUCIa.
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SOME FEATURES OF ¢ DISC
AND ADVECTIVE-DOMINATED ACCRETION DISC,
SELF-SIMILAR SOLUTIONS AND THEIR COMPARISON

Lachezar Filipov, Krasimira Yankova, Daniela Andreeva
Space Research Institute - Bulgarian Academy of Sciences

Abstract

A brief review of the features of Standard Shakura - Sunyaev Disc  (SSD ) and
Advection - dominated Accretion Disc (ADAD) is discussed. In this paper, it is presented
the physical bases, which we use 1o obigin the parameters, describing two models. The
built theoretical systems are transformed in a suitably for operation view.

1. Introduction

The new, more functional theory about disc accretion - the advection
theory | 10], has appeared in the last years.

It has arisen because of that the standard theory gives common view on
accretion flows, but couldn’t explain any observant phenomena as: very high
effective temperature ( in standard theory disc is unstable 1 transforms to tore
); non - thermal spectrum with power dependence of luminosity L from
accretion rate M (~M? in two - temperature model ); jets and s.o.

Other priority is that the advection - dominated flows may occur in
both cases of optical depth - very large or very small it’s value [10], which
cxtend the volume of studying obiects: active galactic nuclei, elliptical
galactics, X-ray binaries and cataclysmic variables.

The conditions of transition between standard Shakura - Sunyaev disc
and Advection - dominated disc are discussed by Abramowicz and
Igumenchev [1]. They used a simple two - dimensional hydrodynamical
model, assuming an instant destruction of SSD by some lunknown physical
process at radius Iuy. The result of their investigation shows that flux of
matter from the destroyed SSD expands and forms thick disc { ADAF ). The
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encrgy, which is necessary for expansion, is supplied locally by viscous
heating. So expanded matter flows in all direction from source of matter and
forms a geometrically thick disc.

Yamasaki [13] investigates the stability of two - dimensional ADAD
against local thermal perturbations - for optically thin discs. In result he
obtains that weakly unstable modes exist due to radiation effects, but the
mode is stable when the thermal conduction is efficient. Because of turbulent
heat diffusion, in two - temperature ADAF thermal perturbations damp.

Wu |12] proved, that in the case of very small advection, thermal
mstability exist when the disc is geometrically thin. If consider thermal
diffusion, however it disappears. More than if the disc is advective
dominated thermal instability doesn’t exist. There are cnough dates that
advection and thermal diffusion have significant effect on the stability of hot
optically thin disc. The detail stability analysis of Wy shows that only two
stable thermal equilibria of accretion disc exist. One of them is optically thin
advection - dominated and the other is optically thick gas - dominated.

The faraily of sclf - similar solutions [10], where the temperature of
accreting gas is almost virial and flow is quasi - spherical, define some of
propertics of the ADAF, as:

e the angular velocity of the flow € is less|then Keplerian angular
velocity €.

= ADAF is convective inslable, because convection transfers encrgy
from small to large radius.

¢ Bernoulli parameter b ( scale changed ) is positive in self’ - similar
ADATF for wide range of parameters, e.g. gas may spontancously expands o
infinity.

Nakamura [9] elaborates global steady models of two - temperatuzes,
advection - dominated accretion flows around black holes, as he pays
attention to trangonic  region near black hole.

Chen and Abramowicz [4] present optically thin ADAD, described by
tull system of differential equations. They obtain glabal transonic solutions.
As a result from this follows that far from sonic point, scif - similar solutions
18 a good approximation to global structure of the flow. That is true if
accretion rate is close to maximum value, above, which the solutions for
optically thin disc don’t cxist. The simple self-similar solutions nowhere
approach to complete solution [117.

In recent work we consider optically thick advection - dominated
flows. The mainly aim of thc paper is to show that the optically thin disc
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remains geometrically thin becausc of the advection {3]. It is known that
when o increases the sonic point removes oulward [4]. That is why such
advective flow is supersonic, when viscosity parameter o is large for
optically thick disc.

This letter is built as follows: It consists of two parts.

Part I: In § 2 we present the main physically characteristics of two
flows. In § 3 is present the vertical structure. Comments of part 1.

Part II: Paragraph 4 describes the cquations of eveolution of both
discs. In § 5 we have obtained the self-similar solutions, Discussion of part
I1.

2. Basic equations

Accounting for the form of accretion flows we can use cylindrical
coordinate system, The acceleration created by the potential in @ has the
form;

V, do
2.1 L=
21 ¥ dr

where V,, is the linear velocity in .

(2.2} Ve =ar
We shall use the Newtonian gravitational potential for standard
discs:
GM
(2.3) D=
r

GM .
and pseudo- Newtonian @ = ——— (2.4) for advective discs,
where

2GM
(25) r,=—— isthe gravitational radius of the black hole.
c

G — the gravitational constant, M — the mass of the central object, ¢
-light velocity,
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The angular velocities for both discs are:

2.6) w, = —G?
;

27) o= —QM—Z
?‘(?‘ - ?'E)

Geometrically thin dises are described by yet another parameter -
surface density of the disc:

238) 2= { pdz=28p

~-H
Now we can form the basic equations of non-stationary accretion:

The mass conservation law:

2.9 r %Jr %(}'EV,)= 0

There is no difference in the equation for two discs, but V, is much
larger for the advective one.

The momentum conservation law:

@10) rZ o) Zav, o)=L 2

8 is the momentum by viscosity forces:
(2.11) 8 =21 Wr*

W, - vertically integrated viscosity per unit length of

circumference.
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2 Ow
Q12) W, = j; @z = VEr —

v - Kinetic viscosity;
(2.13) v=aV H

V; is sound velocity,

T is the displacement between two layers at diffcrential

rotation of the disc.

Thermal balance equation
The discs are optically thick. Therefore, Local Thermodynamical
Equilibrium exists.

2.14) Q" ~0Q
where Q7 is the heating produced by viscosity:

.1 (‘760)
(2.15) © _ZW";’[rér and

acT*

(2.16) 07 =

is radiated cooling

a - radiation constant.

T - effective temperature

T - optical depth of the disc
(2.17) dr = pydz

% - opacity coefficient.
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However, if for some reason, disc accretion rate increases and
inflow time becomes shorter than photon emission time, the disc cannot
reradiate generated energy. Part of radiation is caught by the flow, being
thus generated, which reduces entropy gradient and the flow is directed 1o
the center. Thereby, advection appears and the thermal balance takes the
form:

(218) QW +0 =0

where

2.19) Q,, = zv,rj—s

1
as ‘
and o radial gradicnt of the entropy.
¥

Radial motion egquations

&, v,
(220) E—L+vV.—L-Zalk=W +G
5[ ¥ &_ & Tp
&, &, H
(@20 243V, 230" ~of)r =222 W, + G

r

H
(2.22) P= J’Pa{z
-H

(0’ - @%) - as a result of advection, disc equilibrium changes. An
inertial spring is needed to keep the structure stable.

Using a similar system ( 2.9, 2.10, 2.18, 2.21 ), Narayan and Yi [10]
have obtained that in advective discs: -

V, =—co,r
(2.23) w=wc,
V, = o7t

where ¢ ) ¢; €3 are dimensionless constants.
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3. Vertical structure [8].

Equations of hydrostatical equilibrium:

1 P 5
(3.1} '-Ek——‘:“mkz
1 4P
32) ——=_
( )p& w°z

Equation of continuity:

2
k3 & *
L=2Hp

Equation of radiation transfer:

3y & =¢
4
3.5 —svr®, ¢ M_— "
& 3yp &

and we take into account (2.23):

T4
3.6 Sysr®, ¢ HAar")
Cs dz 3;{,0 17

=-0°

where

(37) S=c,nT-RInp

is the entropy of idcal gas, R is the gas constant.
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The vertical gradient of radiating fluctuation is equal

relcased in
disc:

L _
(38) “F=¢

Equation of ideal gas:

RT
(3.9) P=p—
7
ﬁzvz
p 5

X is opacity coefficient:

X'
(10 x==3%

Yo Thompson’s opacity coefficient:

a,b are constants,

o energy

The obtained differential system will be transformed by an
appropriate group, corresponding to the approximation for a slim disc:

(3.11) AP~ -P; AQ~Q; AT~T;AZ~H

This allows us to receive the solution in power dependences of
independent variables or their dimensionless combinations — that is the sclf-

similar solution [2].

To obtain a complete algebraic system we must also include the

specific moments in the discs:

(3.12) h, =an?

as well as the average momentums of viscosity power between the disc’s

adjacent payers,
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The following system of equations is obtained for both discs:

Standard disc

Equations holding for both
discs

Advdctiomdominamd disc

h=~GMr (3.13) GMr®
h, =— (3.19)
R
GM GM
@ =] (3.15) O = [ (3.16)
7 | r(r = rg)
V.=w, H 3.17 z V, =lwH 3.19
5 * { ) pP= __Vf 3.18) . =@ { )
2H |
W,, = kT (G20 | F=W,r*  (321) W, =kST (322
3 R . 1 R
k=——a— k :—[—+c2Ja-—
2 u 2 7
. 3 N 171
~ T e @ =-Zl5teWe
{(3.23)
| (3.24)
312 ¢, V.ET
- T4____ + 1 ¥ .
E=4a 2 0 \/Z 7, (c‘p R)+
{3.25)
2a¢T"
+ - = —
32
| (3.26)
IZ = klzﬂlTEﬁHC] /l/ — k!FaEﬂm Tbchm
(3.27) {3.28)
| Xo
ki =1
k, = X0 e o
2 ]
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This algebraic system can be solved if in (2.12) we take v in the
advective case and use 2.7y u (3.12). We will obtain the explicit
dependence of the parameters of both discs on their X and @, as well as
the dependence of the average viscosity moments on % and h [6].

A solution systern for both discs is obtained, different for both

discs:

Standard ¢ disc

Advection-dominated disc

T =T,z g (3.29) T =T w’r (3.34)
2 f
@92) Fang 7o _ Wi
T - ‘2?6%[£J : © T K
( 1 -2n‘+4 ac ‘“,
a, +2 I=g
T A e v
6—2b - 625 —¢
V.=V 20" (3.30) V. =Via,r
! 3.35
RT,)2 513 |
Ve=|—2 Y7
o= vy (22
st T |
1%
W, =W, I g2 (3.31) W, =WiZo'r® (336
Wl ) _ _3{2}_\’% W;‘?U = Q{c“3
repl 21&:
P = pytivig, Ml (3.32) P=P'Sw'r (3.37)
1 |
— VHC
RT 2 a _ .\_0 2
A =[ U) f _( 2 J
4u
F=Fz\y® (3.33)
Brdbi=2¢e h, 10k, 1
Fy =W, (GM) 6-2by -0, F= (2z—5 &)hllf (3.38)

A:IO+2a,—2b1—c,
6-2b ~c,
18- 8b, +2¢,
T 6-2b ¢,
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4. Discussion

In the paper arc shown the main theoretical principles when there is
a development of the accretion in a standart and advection regimes. It's
formed the horizontal and vertical stractures of the accretion discs in two
regimes, when the geometrically thin disc approximation is conserved.

We have cmphasized on the processes, which determine the

behaviour of the disc plasma in two considered cases.
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HAKON OCOBEHOCTH HA o JIMCK
U AIBEKTABHO-TOMUHWPAH AKPEIIMOHEH ANCK.
ABTOMOJEBHU PEIIEHWS A TAXHOTO CPABHEHHUE

Jvuesap Quaunos, Kpacumupa Auxosa, Hanuena Audpeesa

Pesiome
Hanpaser ¢ xparex ofsop ma ocoBeroctute Ha CranpapTaus xuck ma
[Haxypa-Crouses 1 ABEXTHBHO-TOMHEHIPALIHS axpenHoneH auck. [IpexcrascHa ¢
$busEIHaTa OCHOBA, KOTO HME HIMOMIBAME 32 A4 MONYHUM IApaMeTpHTE,
OIMCBALTM HeaTa Mofiena. Iloctpoenure Teopersyny cacremu ca TpaHCPOpMUPEHK
B TOAXOAMM 33 U3CHSABAHE BUJ.

33



Bulgarian Academy of Sciences. Space Rescarch Institute

Aerospace Research in Bulgaria. 17, 2003. Sofia
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RESOLUTION
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Abstract

In the paper, a strict method for georcference of high-resolution (1 - 3 m) space
images is suggested, throngh determination of (he coordinates of GCPs of the carth cover
using GPS measurements, As 3 projection plane a reference (earth) el lipsoid is assumed and
the ellipsoid heights of the identifies GCPs of the cover are accoun icd for, Determining the
scalc between the identified points provides for precise rectification of the space images.

1. Introduction

In the last decade, high-resolution space images became quite topical
in the communities dealing with large scale mapping and remote sensing of
the Earth. Research in this specific area gained a tremendous impetus after
the first satellite images of the Earth with resolution from 1.0 to 3.0 m were
received. The process of rapid improvement of space cameras and scanner
systems [1,5], as well as of their carriers - Space Flying Apparata (SFA) was
triggered. Nowadays, cameras of the type KVR-1000 with focal distance
=10 m, flying at height & = 220 km (Fig.1) are used. They provide
resolution of 2.0 m. Camera KFA-3000 (f = 3.0 m; H = 270 km) provides
resolution of 2-3 m. The results provided by the scanner systems
QuickBird, EROS-B, IKONOSI, orbiting at heights of 600 km to 680 km and
teaturing an image resolution of 1 m. are similar. When the scanner systems
are launched 1o higher orbits, lenses are used to insure long focal distances
{=10 m as is the case with JKONOS.

The current state-of-the-art with satcllite images provides real
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opportunities for large scale mapping, upgrading of available maps,
monitoring of the Earth scene and other practical and rcsearch tasks
necessitating great precision in determining the mutual position of
individual discrete points or contours in some particular region,

To accomplish these tasks it is necessary o refer the image
coordinates to some identified ground control points (GCP) of the scene
[2,3.4,5].

The various companics and corporations make efforts to supply the
users with adequate soltware to solve this problem, It is|of great importance
to know the geometrical characteristics of the various types of satcllite
images {scenes). Users have to take them into consideration when choosing
the program packages for processing of these images.

Prof. Gordon Pelric from the Glasgow University pays special
altention to this problem [ 1]. He makes the conclusion that most of the users
are awarc that the greater part of the program packagey for satellite image
processing are unable (o handle geometrical configurations,

This was confirmed by the distributor of the American-Isracli group
IAV/Core of the EROS satellite on a conference organized by the Ministry of
Defence of the Republic of Bulgaria in October, 2001. He stated that, with
immediate determining of the GCP coordinates of the scene by GPS
measurements, precision increases 3 to 4 times, Actually, this corresponds
to the resolution of the satellite image.

As for remote sensing software, a lot of packages can only provide a
very simple geometrical model of the images. Often, satellite images are
treated in a 2D-coordinate system (the case with aerial photography),
making no lieu with their real geometry, possible relief shift or image slope.
In the last case, rectification is made using the method of the “rubber sheet”.
It is based on calculation of polynomials, aiming to make the image
generally coincide with the referent coordinate system of the map, not
removing the scene’s geometrical deformations.

To fulfill its modern functions: small scale topographic mapping,
revision of maps, monitoring of the environment, keeping a precise track of
land scene changes etc., satellite images with high resolution have to
undergo some preliminary processing [2,3,5,6]:

- high-precision coordinate reference of |GCPs by GPS

measuremets;

- Image rectification, accounting for changes in scale coefficients

and relief pattern;

- using the Earth (referent) ellipsoid as a projection plane;

- taking into consideration ellipsoid heights;
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- using strict methods for processing and evaluation of the results.
Under these condition we will have results precise enough to correspond to
the aims of objectives of these modern satellite imalges.

2. New mathematical model for. coordinate connection of the
ground control points from the satellite image

The information which is received and used at satellite images is

versatile with respect to both the determined elements and their location in

time and space. For this reason, the coordinates of the determined values
refer to different orthogonal coordinate systems, as follows:

- The coordinates of GCP XY, Z,, (j512,.,n) from the real

earth scene refer to the Greenwich equatorial geocentric coordinate
system X.Y.Z, having ils origin O in the Earth’s mass center, axis Z
pointing to the central pole, and axis X pointing t0 the cross point of the
Equator and the Greenwich meridian (Fig. I).

36




Fig. 2

- The coordinates of the satellite - X,(',Yk',Zk', (k=1, 2,..., m) arc
determined in  the inertial equatorial geocentric coordinate system
XY Z'(Fig. 1).

- The coordinates of the images ;] (x, ¥,2); of the GCPs arc in the
centric- satellite inertial coordinate system x,y,z (Fig, 2).

Quite often, in mathematical processing and evaluation of the
precision of coordinate reference and rectification of the scenes, formulae
are uscd where only the x;and  y, coordinates of the (GCPs Images arc
determined, thereby actually handling the image in a 2D coordinate sysiem,
As stated and substantiated above, thesc equations, ﬁeprived of scale
coefficients, do not provide a clear and accurate idea of the geomctrical
configuration of the image.

According to Fig. 1, we can draw the following coordinate relation
between the centric-satellite voctor-radius Py » geocentric vector-radius A

and topocentric vector-radius fi"kj » teferred to the inertial geocentric systems,
namely:
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X' —X', COS @, C0sd, S
ey Py=(R;=T)=|V',~Y', |= p,lsina, coss, = pyln, |,
Z'\—Z', sin d, y
where:
«fka +7?2kj +é’2kj =1
ayand Sy are the satellite’s rectascensia and declination,
accordingly.
EJ,-:(X',Y',Z')jT- coordinates of GCP - ; in inertial
coordinate system
ro=(x VY20, - coordinates of satellitc in inertial
coordinate systent

Let us assume that vector 5&3 of the image j on the space image

(Fig.2) of ground point jin a centric-satellite inertial coordinate system 18
as follows:

Xy — Xy g}cj
2) l_jﬁj =Yg~ Yio|= Dy i
Ty T Ty é’kj
where;
(3) Dy :\/(xkj_xka)2+()’;5 "}’ko)z‘F(Z;_g_Zko)z

(x,y,z)k}. - coordinates of the image of GCP - j on the satellite
image;
(x, ¥:2), - coordinates of the main point of the scenc O, obtained

from the perpendicular drawn from the hind point of the

lens’s focal plane.
In reality, the main point docs not coincide with the origin of the
coordinate system O on the satellite image (Fig. 2). From (2), we receive the

unit vector D%, whereas equation (3} will be uses as a norm factor:
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Xg X | |Gy

{4) Doﬁ = 5- Vk} = ykn = 7?@'
K
22| on

Formulae (1)-(4) provide the opportunity to define the point from the
satellite image it a centric-satellite inertial coordinate system. But the
coordinatc reference of the images suggests that this be done in the
Greenwich system defined above, in which the centric-satellite vector-radius
is as follows:

208(@ty; — 8, ) 08, Sy Xe— X,
(5) Py = py|sin(a — Si)cosSy | = py Ty|=—1 Y —%; |,
sin & o Z,~Z,
where:
(6) Py =X~ X+ (¥, ¥ +(Z,-Z,) |

- S, is the star time at Greenwich, corresponding 1o the moment t,of
recetving of the satellite image. The coordinates of K/7A-
(X,Y,Z), and of the GCP - (X.Y,Z), are |in the Greenwich
coordinate system.

Using the operator f;, we can obtain the unit vector }3,6,.", which

poinis to GCP- j from the scene in the Greenwich <1;3eocem‘n’c system,
namely:

~ ) é:kj w Xy — X

@ D" =E|ny |= D, Bl Y5 = Yio
i

L ki J L5 T e

From formulate (5) and (7) we obtain the following equation:

ékj Xg — X X; X,
(&) ﬁkj =Py Ty | = 5_9&;& Y " Y |5 YJ - ¥
Sy Y 25 " ko Z,~Z,
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or we can draw the following relation:

G ~ Fr X;— X, X, - X,
©) Y5~ Yu |=—LE'| ¥,~Y, |=mB| ¥,-¥, |,
. 25~ % Ps |, i—Zy Z;-2, |
where:
Dy -
(10) my,, =—= - scale cocfficient
e
a 4,
(1 p=P"=|b b, b,
G 6 &

The operator P, = B is an orthogonal matrix accomplishing the
transition from the Greenwich coordinate system 1o the satellite-centric
coordinate system.

a;, b, and ¢;, i =123 are clements of the matrix F,, which are

function of the Euler angles (Fig.1): Q- length of the ascending knot; w-
argument of the pericenter; i - orbit slope have the following form:

a, = coswcos L) —sin wsin Qcosi, b = —sin woos Q- coswsin Qeosi,

a, = coswsin Q+sin weosQcosi, b, = sin wsin Q +cos wcos{2cos|,

(12) L L.
ay = sin wsin ¢, b, = coswsini,
¢, =sin Qsin , ¢, =cos{dsing, €3 =CO8I
From formulae (9), substituting (10} and (11), we can obtgin-
(13) Yig =~ Ve |=My b by by Y, -7,
Z.‘c} —Z C, Cy Cs Z‘F - ZA"

From equations (13) we obtain a system of lincar equations 1o
determine the coordinates of the GCPs of the Image.
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From equation (13) we obtain the linear equations:
'xk.? — X = mylay (X, — X,) +a, Y, =Yt a(Z, - Z )]
(14) Vg~ Ve = mylb (X ; = X ) +b,(Y, ~ ¥, )+ B (Z, - Z,)]
2~ Ty = m,g[c] (XJ,. =X )+e, (Y; Y +e, (z}, -ZN

Equation (14) can be also presented in the form:

'xk} =myla,AXy; + a,AY,, + @AZ ]+ x,, = m@-f\f-kj * Ky
(15) Y = mx;f[blAij * bsz,q + baAZA;;] T Yeo T m;qﬁ;;j + Vi »

zg = mylaAX; + ¢,AY,; + CAZy ) + 7, = 1, Q + 24,

where, according to (14), we have:

Xy, Yy» 2y - the definable coordinates of the images of the GCPs
on the satellitc image;

Y Yiw» 2, - the coordinates of the main point of the satellitc
image;

X, Y, Z, - geocentric Greenwich coordinates of a GCP from the

carth cover;
Xies Yo Z, - geocentric Greenwich coordinates of the “hind” Iens

point; _
a, b, ¢, i = 1,23 - elements of the orthogonal matrix

;} - function of the Euler angies Q, w, ;.

3. Determination of the correction equations
For every point j from the satellite image, which| turns 1o be image

of GCP-; from the earth scene, we have twelve unknown gquantities
according to equations (14), accordingly (15).

(17) X_;a Y;‘r Z_;s Xk! }/kr Zk$ Q,{m Wka ik: xkoa J?,{-g'! Z,{;o
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whereas their approximately values will be denoted by:
(1 8) on ’on,zjo’ Xko ,Yko’ Zko?Qko, wko ,I.kh‘? xmu , _}) h‘o : ano

Lincarizing cquations (14), accordingly (15), for each support
pointj  from  the scenc of  the space  image  with

coordinates j=(x y z) % ,yiclds correction cquation:

dk’gk
) v, -G, 8 ¢ b5,)% |+L,. B,
” i Pul ik g
dri,,

£ - weight cocfficient
The vatues 4, , B,,C j,ﬁm in correction equation (19) should be

considered as partial derivatives of the coordinates X+ Yg» 2 » Damely

w  Ox )
(20) 3, el
o€, W, 1)y

@1) -
XY Z e

whereas B, = ~C ;» theindex "k" is differentiation along the coordinates
uo=n

of satellite, and the index j' - differentiation along the coordinates of the
GCPs of the scene.

=] a(»"tr ? Z) i
(22) D, = .__ji._’i
a(x'l y!' Z) ko

The correction vectors dfﬁ,,di;;,dﬁj,dﬁko of the unknown values (17)
for the approximate values of (18) have the form:
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Vykj = (vx v, Vz);g-
dS, =(dQ dw i)
(23) sdi=ldx dav d4z)]
R, =(ax av dz)/
diy, =(dx dy dz),"

T

For the vector of the free term -’;; we have:

My "Xy
(24) L}cj = Uk,r' == Urkj =V — }".kj ’
Ly~ Zlkf

where:
U §= (x ¥ z)ij - the defined values of the coordinates Xiir Yij» 2y
along (14), accordingly (15);
z'),g.T - the measured coordinates of the space imagc

4. Obtaining equations to determine the values Ay, By € j

To obtain the partial derivatives, constituting clements of the matrix
(20), 2D and (22), it is necessary to successively differcntiatc the
coordinates Xgr Ygr 2g in relation to the Euler angles (Q, w,i), the space

coordinates of the ground points GCP - j x v Z;)},, the Grecnwich
coordinates of K/I4-(X ¥ Z), and to coordinates x|y 2y -

4.1. Partial derivatives of the value ﬁ,{
According to equation {22), it is necessary to differentiate the image
coordinates from (14), accordingly (12), in relation to (€2, w, i). But since

only values a4, 5, ¢;, (i = 1,2,3) are function of the Euler angles, it is

necessary to differentiate Ny, B, 0, , according 1o the equations:
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[ Oy 3myNy) _, 0y
OQw,i), O Qwi), 7 QWD)

(26) 63’;:} — a(mkjp;:,—) — 5(?’@)
O(Q’ W, I)k 6(Q, w’l)k a(Q’ w’l)k
Oy 0myQy) a(0y)

AQw,i), 9O, Wyi), ~ (2, w,i),

4.2, Partial derivatives of the values B, = ~€'J,—

As stated above, to obtain the derivatives of the reflectance
coordinates from (x,y,z)k} in relation to (X ¥ z),” and x v Z)J.T,
equations (14), accordingly (15), should be used, which means both the

Dy . = = — .
scale #iy; =—’1, following formula ( 103, and Nw,}?kj,ij arc function of the
K
Greenwich coordinates. Having in mind this fact, we will differentiate,
using equations:

s B G(m,q-ﬁkj) __ Omy) O(N,)
(XY, Z) sy - AX, Y, Z),5 R XY, Z)yy | g XY\ Z)y,

o2 OB o) 7+ my )
NX.Y.Z)yyy O(X,Y,Z)y, XY, D)y HX, Y, D)y

azk}' _ a(mkjékj) _ a(mkj) L a(gﬂj)
OX Y. Dy OXY,Z), XX 2, 2 oX.Y.Z),,

The cssential thing here is that the scale coefficient my; 18 calculated

for each available GCP from the cover, with the obtained deformations of
the mmage between each determined reflectance point and the origin of the
coordinate system.

4.3. Equation to determine the derivatives (.x, y,z)k; in relation to

(x’ y’z)ﬁ'o
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Following equation (22) and the system of hinear equations (14),
accordingly (15), and having in mind that, according to equation (10), in
determining my,, the distance Dy of the image is used, formula (3), which is

a function of the coordinates of the main point Koo Vo T, ON picture O.

Based on this, we have the following meanings for the matrix D,,:

(xy — X3, )" .
m’*_’Ti‘__ 0 0
D ko
= _ Vi = Vi)’
(28) D=l 0 4 _Jhl 0
D
0 O‘ (ij __}E?kﬂ)
D7 r

The esscntial thing here is that the scale coefficien rmy; 18 calculated

for cach available GCP from the cover, with the obtained deformations of
the 1image between each determined reflectance point and the origin of the
coordinate system.

Correction equation (19) has the form:

(29) Vo, = AxdS, + Budi, + C,dR, + Dydiig, + L P,

6.Conclusion

As a conclusion we will note that the developed mathematical model
provides the opportunity for georectification of the images of GCPs from
the cover in a 3D satellitc-centric coordinate system (X, y, z)g having its
origin. O in the lens’s hind point, thereby obtaining a 3D model of the
image. Usually, in the program packages used in remote sensing ol the
Earth, the images of the GCPs are rectified in a ground coordinate system
(%, ¥)x. The essential point here is that we obtain the real geometry of the
image and it is possible to determine the shifi of the projected GCP as a
result of the cover pattern and slope.

In the obtained equations, the scale coefficient m:ﬁ’j— is also
Ly
included,which provides the opportunity to determine the geometric
deformation of the scencs and to perform a precisc rectifi¢ation of the spacc
images, accordingly.
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B cratmsta ce npemnara crpor meroxn sa NPUBBP3BAHE HA KOCMHYECKU
M30OpaKeHUs ¢ ToNIMa pasAcIMTenIHA CmocobHOCT or 1 - 3 M, upes
OTpPEACTSHE KOOPJMHATUTE HA OTOPHUTE TOUKY (OT) or ¢usmueckara
36MHZ IIOBBPXHOCT € ITOMOHITZ na GPS M3MEPBAHNSA. 38 MPOEKLUOHHA
'IOBBPXHUHEA Ce nphema pediepeHTeH (3eMeH) ENUINCOMT ¥ ChOTEETHO ce
OTYHTAT eNUICOHJAHHUTE BHCOYMHM Ha UICHTHQUIHPAHKETE OT Tepena.
Onpenensirero Ha maiaGure MEXHY HMOCHTHOWIMUPAHUTE TOYKH AaBa
BESMOXHOCT 32 NpelusHa pexTudUKalHs Ha KOCMUYECKOTO uzeOpaXcenus,
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Abstract

The ULF instrument is a part of the research complex aof the Magion-4 satellite.
This experiment is designed for medsuring 4 electromagnetic field crfwwpanent.‘; (3 magnetic
and 1 electric) in a frequency range from 0.1 to 30 Hz, Preliminary results on ULF
emnissions and associated phenomena are presented. Peculiarities of ULF emissions in the
magnetosphere are discussed,

Introduction

The ULF instrument provides the ability to solvcI independent tasks
jomtly with the KEM-3 and SAS instruments on board of the satellite
Magion-4 (Agalonov et al., 1996, Galeev et al., 1996, and Perraut ct al,,
1998), as well as complex tasks jointly with the instrument IESP-2M, which
is placed on board of the main satellite INTERBALL-2. The orbital
parameters of the satellitc Magion-4, launched on August 3, 1995, are
apogee 192,000 km, perigee 750 km and inclination 63°, |

The complex of instruments ULE-IESP represents a very convenient
apparatus for the solutions of the following tasks:

% Rescarch of global processes taking place within the
magnetosphere and ionosphere of the Earth,
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% Local processes during mutual influence of waves and particles
within the active magnetosphere regions,

* Finc structures of clectric currents and particle flows within the
aurora zone and within the tail of magnetosphere,

% Evolution and dynamics of nonlinear clectromagnetic and
clectrostatic structures like the spirals of the Alivenic type,
impact waves, double layers cte.

% Various mechanisms of particle acceleration by non-lincar wave
structures within the ionosphere and magnetosphere plasma,

% Mechanisms of generation and propagation of different types of
geomagnetic micro-pulsations.

Technical description

The ULF istrument is designed for acquisition of three magnetic
field components and one clectric field component in the range of 0.1 to 30
Hz. This instrument performs filtration of analog signals and their
conversion into digital form, convenient for the on-board block of data
acquisition STS (Small Telemetry System)

The ULE-DIGITAL unit provides an interface between the ULF-
ANALOG unit and the STS. It accepts {our channels (Bx, By, Bz, E) of
ULF signals in the range of +/-5V relative 10 the analog ground. The ULF
experiment is supported only in the following TM speed - TM structure
combinations:

“ Telemetry ratc of 40 and 20 Kbits/sec - all four mcasured
componcnts arc transmitted, sampling | speed is about 280
samples per sec.

% Telemetry rate of 5 Kbits/sec - one component is transmitted at
sampling rate ~70 samples/sec.

% Telemetry rate of 1.2 Kbits/sec - one component ({., = 10 Hz) is

transmilted at sampling rate ~ 25 samples/sec.

The electric antenna comprises a dipole consisting of two spherical
graphitc sensors with diameter of 8 cm. Inside the balls, there is a low-noise
preamplifier, with +1 amplification, which transforms the high impedance
of the spherical sensor into the low impedance of the satellite’s cable wiring.
The spherical sensors, designated EDA and EDB are placed on the 1.7 m
long satellite deployable booms {sec Fig.1),

The sensors MSUX, MSUY and MSUZ of the “search coif” type for
the three-component measurement within the ULFE range are attached to the
deployable booms (Fig.1) together with the low-noise preamplifiers. The
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sensors are operated by the feedback by means of magnetic ficld, which
rejects the own resonance of the working circuit, thus compensating the
frequency characteristics of the sensor.

Sensitivity: component E - 5.10° v Hy!
componemt B 1,10™*nT Hy!

Pr FI

\ sUX o

EDB,
(F =y
[
Q‘

MSUZ

|
Fig. 1. General overview of the subsatellite Magion-4 in the flight

configuration.

To the inputs of all the sensors {electric and magnetic), a calibration
signal may be fod through the preamplifier relay contact. Thus, the test
calibration cycle is effected with each switching on of the! instrument, or by
a command from the ground station.

Upon amplification, the signals from the clectric and magnetic
sensors are tied to the high-pass filter (0.1Hz). Then, they are digitized.
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Upon being added in the differential amplificr, the output signals of
the electric preamplifiers, the dipole EDA and EDB, are then processed in
the mstruments KEM, KEMVLS and SAS.

Measurement resuits

A lot of experimental data is collected using the ULF instrument.
We have got data from 160 orbits and at this moment their analyses and
mterpretation is still going on. To analyze the data from the multi-
component measurements of the electromagnetic field in the ULF hand we
have developed an universal softwarc in DOS environment. It is user-
[riendly and provides for quick and flexible data analysis, applying
numcrous standard data processing algorithms and dedicated programs for
wave process analyscs.

Below, the results obtained from mecasurements on two orbits are
presented in order to illustrate the applications of both the instrameni and
the software. Although the instrument has threc different operation modes,
duc to the lack of space only two examples are shown. Records from
various orbits are also discussed.

Orbit 58/27.02.1996

The first and the second pancls in Fig.2 prosent data characterizing
the magnetosphere region, which is crossed by the satellite. The results were
obtained by two instruments:

% MPS (clectrostatic analyzer for measurements of clectrons and
ions from 200 eV-20 keV along the axis + Z in 16 different
cnergetic levels) and

% VDP (Faraday Cup 120°, for electrons and ions with encrgy
>170cV).

The third pancl presents the By component in frequency-time space,

i.c. in the form of a spectrogram.

Al 23:34UT, the ULF experiment recorded a monochromalic wave
packet with frequency of 1,5Hz.

At 00:14UT, the ULF experiment recorded an increase of broad
band noise plus an intensification of ion flux, which corresponded to the
crossing of the magnetopause and the time of its leaving. The ULF data is in
accordance with the data registered by MPS on the M-4 satellite.

The increase of fluctuation corresponds to the zone of magneto-
sheath. It should be emphasized that, at that moment, the ULF instrument
measured only the By component. The ULF measurements were compared
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to the By component recorded by the ASP/MIE-M instrument launched on
INTERBALL-1 satellite. The comparison revealed:

% Coincidence of the enhanced intensity at magnetopause and

magneto-sheath crossing recorded by several instruments.

% Crossing of the magnetopause at 00:14 UT. |

Of course we render an account of the fact I%hat Magion-4 and
INTERBALL-1 crossed the magnetopause at different moments of one and
the same orbit. Magion-4 was outdistanced to INTERBALL-1 by almost 40
minutes. In other words, such simultancous measurcments by two different
satellites provides the possibility 1o study the dynamics and movement of
the magnetopause. The required condition is to know the. satellite’s ballistics
(Rezeau ct al., 1989, Styazhkin et al., 1999).

Fig. 2. Frequency-time spectrograms of the By magncqic component and
spectrograms of electrons and fons measured by the MPS and VDP
instruments on Magion-4, orbit 58 from February 27, 1996. By component

is perpendicular to the spin axis.

Orbit 38/7.02.1997
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Fig. 3. Frequency-time spectrograms of the magnetic component By,
eleetric component E, and spectrograms of electrons and ions measured by
the MPS and VDP instruments on Magion-4, orbit 38 from February 7,
1997 at 17:00 UT to 18:00 UT. By end E are perpendicular to the spin axis.

The data shown in Fig. 3 illustrates the stra ng correlation between
1on and clectron fluxes and ULF noises in the frequéncy range from 0,1 Hz
to 9 Hz. The magnetic component has a maximum a 1,5 Hz and the clectric
component at 0,5 Hz. This examplc corresponds again to the Magion-4

. . . |
satellite movement from the magnetopause into the tﬁnagneto—sheath.

Conclusion J

The ULF instrument is a part of a larger scientific instrument KEM-
3 dedicated to the VLF range. Identical magnctic aml clectrical detectors arc
used for recording of both the ULE and the VLF bands.

The presented results show thal the instrument operated well and
with sufficient sensitivity. The technical arrangem!ent and cspeeially the
overlapping of the frequencies up to 30 Hz allows us fo-

< Compare the recorded data,

% Complement the data scts for caleulation of the B/B ratio. This

ratio allows to judge the wave type and to interpret the
mechanisms and the place of their origin,

The knowledge of wave processes in the boundary layers of the
magnetosphere is of enormous importance for estimation of the transmission
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mechanism of solar wind energy into the magnetosphere (De Keyzer et al.,
1999, and Tsurutani et al., 1989 and 1998).
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UIMEPBAHE HA EJIEKTPOMATHUTHOTO CHY [HOJIE
HA BOPJIA HA CHbTHHKA MATHOH-4: CHY EKCHEPUMEHT

. Tpuwira, Jjore. Boiima, A. Yanex, Hoie. Hym, JI. Teooodues, I'.lanes u
H. Hlubaes

Pesonme

CHY ypensT € 4acT OT Hay"Hmst KOMITeKe Ha cobrHuKa Marnon-4.
ExcrnepumenTsT nma 3a Gen fAa  u3Mepd 4 KOMIIOHEHTH  fia
CJICKTPOMArHMTHOTO fione (3 MarEuTHY u 1 eNeKTPUUECKA} B YECTOTHHI
auanason ot (1.1 go 30 Hz. [Toxasany ca NpenBapUTENY peayarar 3a CHY
CMUCHHTE M CBBP3AHUTE ¢ TAX sBJIeHUs. OOCHACHU ¢a 0COBeHOCTHTE Ha
CHY emucnure B Marrutochepara.
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Abstract

We propose a seismic electric signals (SES) model related to the charge and
current production associaled with a discharge process occurring in the microcrack void.
The clectric field is intensitied until a discharge process is titiated. A current j is spread in
the microcrack surroundings which follows the clectric field build-up process and its
cancellation. The spatial and temporal distribution of the electric ficld refated 10 the current
j in the microcrack void. The field is controlled by the aggregation mechanism, the
discharge, and the geophysical properties of the void. '

1. Introduction

The bursts of ULF and concomitant electromagnetic emissions
registered before and after great carthquakes arc a form of clectromagnetic
events connected with seismic processes. [1, 2, 3, 4] have tried to explain
these clectromagnetic emissions by osciliating electric dipoles. The seismic
clectric signals (SES) [S] are another form of electromagnetic events
associated with lithospheric proccsses. The SES are aperiodic and their
duration is from several minutes (o several hours [6]. The registered SES
[7,8] usually have characteristic bay-like, or bell-shaped curves of variable
width and duration. Experimental data on repetitive| SES signals of pulsc
form with nearly 24 h periodicity occurring a couple of days before the
carthquake has becn reported, as well as [9, 10, 2, |8] have proposed the
micro-crack model of charge production and associated current connected
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with the micro-crack growth. They succeeded to derive the long-term
cvolution of the magnitude of the ULF emission prior to the carthquake,
This model provides a qualitative cstimate of the experimental evidence for
consecutive increases and decreases of the intensity of ULF cmission before
the Loma-Pricta eathquake |1}, The currents connected with an ensemble of
micto-cracks and the relation between the growth of their size and the
current densily seem to bhe promising mechanism of ULF emission.
Molchanov and Hayakawa’s model does not ireat seismic clectric signals
(SES), although they appear to be also ULE emission. The SES duration
lasts from several minutes to several hours {6]. The SES mechanism is
belicved to be connected with clectrokinetic effects [1 1, 12]. The latter are
highly damped while the SES signals are recorded at large distances. There
arc several mechanisms of charge production. The piezoelectric mechanism
of charge production proposed by [13] yields polarization clectric field B, of
2x10% Vim for stress changes 8S of 200 Bar under crystal conditions [3].
Here, the electric field B, emerges in the void space of the micro-cracks,
The process of an increase of the electric filed will however be limited
because of the cnormous clectric ficlds produced within the void space
formed beiween scparated charges. In the presence of| enormous electric
ficlds, a process like the anomalous glow discharges is possible. The
magnilude of the initial clectric ficld for the discharge process depends on
the crust material conditions, The discharge process could be initiated by a
gas rcleasc in the void regions provoking an ionization that produces frec
charges. In such discharges, the produced cathode currents reach 10 + 107
A/m®, The discharge will stop when the dipole-like electric field within the
separated charges is cancelled and the ionization process becomes
impossible. A widely assumed model is that the source of these SES are
charges that emerge during microcrack generation. Czechovski [14] used a
kinetic point of view and obtained a kinctic equation of the microphysics of
cracks. By exploiting kinctic and qualitative models of crack intcraction and
propagation, Tzanis et al. [15] pointed out theoretically that the seismic
clectric signals (SES) may have a limited class of permissible waveforms of
arbitrary width, or duration. On the other hand, laboratory experiments of
electrification processes caused by microcracks have revealed not only
charge production, but also current spikcs. With crack opening times of the
order of 10 s every individual microcrack yiclds current $|pikcs of the order
of 10-3 A/m’. Transient and elcctromagnetic emissions associated with the
microcracks have also becn observed [16, 13} Since the current spikes are
presumably duc to microcracks, various imporiant physical characteristics
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of the microcrack processes are to be sought, the major oncs being crack
population production rate and their growth with time. We assume that the
random aggregation process with an injection is a source of charges and/or
currents and could be applied for both the accumulation of pressure and
strain at some place and time. The currents connected with an cnsemble of
microcracks and the relation between the growth of their size and the current
density secm to be a promising mechanism of ULF emission. In our paper,
Wwe assume current production (associated with a random aggregation
mechanism of the microcracks) as a primary source of the observed SES
signal and probably of some ULF electromagnetic emissions. These signals
would be controlled by the clectrodynamical conditions of the crust material
away from the current source.

2. Random aaggregation model of charge production

First, let us mention that there are experimental evidences for micro-
cracks behavior under stress conditions. A lot of laboratory experiments
show that micro-cracks pass through scveral stages: i) at some pressure
level, an initial stage of micro-cracks emerges, under which the micro-
cracks are randomly distributed; ) at the second stage, which appears at
some inlermediate values of the pressure, the  micro-cracks tend to
concentrate at a certain point, thus increasing their density, or population;
if) at some critical pressure value, the micro-cracks evolve in a fracture of
example [17]. Second, under natural conditions the physics of micro-cracks
i unknown, but we tentatively assume that the micro-crack dynamic
behavior illustrates the spatial and temporal changes in the tectonic pressure,
strain and stress prior to carthquake, Third, the primary sources of
charge/current production in both cases are the Stress and/or pressure
changes. For a simulation of constantly increasing ‘tectonic’ driving forces,
a two-dimensional array of particles, representing segments of the shiding
surface has been considercd [18]. In our study, the tectonic driving forces as
4 common source of charge/current production are suggested to be identical
to the random aggregation model [191, Below, we summarize bricfly the
major steps of this model,

According to the model we assume an enscmble of ‘particles’ with
integer ‘mass’. The particles could correspond to micro-cracks with certain
length. In order to obtain the micro-cracks distribution we assume all the
micro-cracks of identical geometry. The crust is considered to be a one-
dimensional ‘lattice’. We have discrete time steps for the ‘mass’ S(n) at a
certain nod of this lattice, where n is thc number of the step, S could
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corresponds to the micro-crack density. Assuming a certain random process,
the following stochastic equation for S(n) holds [20]:

(D Si(n+1) = ZWy(m)S;(n) + 1,

where S(n) is the density of the micro-crack on the i-th site at time n; Wi(n)
is a random variable given by Wy(n) = 1 with probability g(i-i}, or § with
probability 1-q(i-j). As follows EWy(n) = 1 and 2q(1) =|1. We consider the
case with q(i-j) of 1/2 for i-j =0, or 1 and g(i-1) =0 otherwise. The initial
condition accordingly reads: Si(0) = 1. We need to define the probability
p(s.n) and the cumulative distribution P(>s) given by:

(2) p(s,mds = N 5[ ds'5(S,(n)-s"),

where N is the total number of sites and:

(3) P(>s) = ["p(s")ds",

We define a characteristic function

4) Z(p,n) =<e™> = 3 Pp(s,n).

Here <...> denotes the average laken over the stochastip variables Wy(m),
m=0,1,..., n-1. Functions for the density Z at iy,is,...3, and for r-adjacent sites
are determined as follows:

(5) Z(p,n; 13,10,..1:) < <e et a1+ i2+ +Sir}>fe
and

(S +S  +.48
(6) Zi{p,n) =<¢ e " i+1+ * i+;-1)>,

This process is named Sheidegger rivers [21]. Qualitatively, it represent a
process of production of macroscopic water mark formed along some tilted
plane on which initial droplets of rainfall are consecutively accumulated at
certain points into greater drops, which suddenly burst into smallerr
streamlets breaking trails for the water downwards. ‘The effective interaction
forces are gravity and surface tension. We assume that the process of
fractures during an carthquake is the final stage of similar processes. The
micro-cracks gathered at certain points will break into a macro-crack. The
interaction forces under the earthquake process are lhe pressures and the
strength, or solidity of the lithosphere material. From {5) and (6) it follows
that the distribution functions of cnergy release stimulated by the above-
mentioned aggregation process have power law form. It is worth noting that,
modelling segments of a sliding surface as two-dimensional arrays of
particles [ 18] has yielded a similar power law distribution.

Without quoting all the steps of the aggregate model we shall
mention only that the number n corresponds to time t and| (site) - to a one-
dimensional spatial coordinate, c.g. x. It is noteworthy t0 mention that the
density of micro-cracks is given by the number of connected lattice sites
which constitute a river-like cluster in (1+1) dimensional space-time. In the
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Iimit n — «, the characteristic function Z{p,n) tends to Z(p,n) with the
following relationship:

(7) Zen1(p)+(2-4e") Z(p)+ Z,1(p,n) =0

It corresponds 1o steady-state condition. In the most important casc of time-
dependent condition, the following refationship holds:

(8) Zc (p, n+1)=e™ [Z,.1(p,n)+ 2Z.(p,n)+ Z,_1(p,n))/4

In a system with continnous time and spatial coordinates the above equation
has its counterpart;

(9) IZin = (DI Z/ox% ~ pxZ,

where diffusion rate D and background ‘particle’ {microcrack) production p
are determined from the physical characteristics of the crust material and the
driving forces. The first term in the right-hand side results from the effect of
aggregation due to the short-range interaction, while the second lerm resuits
from the uniform input of new microcracks. The distribution Z(x,t) is
expected to be a sonrce of charges and/or currents.

Scveral authors have involved discharge mechanisms of free charges
to examinc processes of electrification of gases |trapped in rock pores
[22,16]. The magnitudes of the discharge electric fields and currenis can be
compared with the charge production and the currents magnitudes obscrved
under microcracks conditions. The charge density measured in microcracks
amounts to q = 107 C/m2 [23, 22]. Since any fluctuations of free charges
generated in rock specimen should disappear after a time © ~ 10° =107 S,
the magnitude of the current spikes j ( = g/t) is 10* = 10* A/m®. Such
currents of 10% + 10* A/m? detccted from rock specimen even exceed the
currents flowing in glow discharges and are comparable with those of arcs.
The orders of current magnitudes are suggestive for some forms of
discharges involved in the microcrack physics. Hence, it is quite reasonable
o suggest that the electric ficld build-up will stop at time 1y Such a
characleristic time cxists even assuming another mechanism for charge
production, ¢.g. mechanical one connected with the microcrack growth [10].
A process of gas release is expected in the microcrack void. In the presence
of electric fields of sufficient magnitude the gas 1s iQnizable. During such a
discharge process, the charges accumulated at individual microcrack
boundaries are effectively exhausted. Thus, clectric field of 10" Vim or
more is easily reduccd to nearly zero magnitudes by, for cxample, an
anomalous low-pressure discharge process {24]. The currents jo(x,1) that
cmerge will flow in the surroundings with certain velocity v determined by
the state of the crust material around the source. Eleciric ficlds depending on
the crust conductivity are induced as well. The source for the clectric field is
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then djo(t,x)/dt. The current production due to the aggregation mechanism of
microcracks could however continue irrespectively of any process of
clectric charge discharge. In gencral, growth time to-depends on the possible
rates of gas rclease and the properties of the aggregation mechanism. We
assume that microcrack distribution Z{(x,t) is a measure of the current rate
source. Therefore, assuming that current density rate is proportional to
distribution Z{x,1) we have :

(10) Ope/ot = a Z(x,1),

where a 1s a constant, The clectric current density, rate Jjo(x,0)/Dt s
connected to the particle density distribution rate by the relation dip(x,t)/0t =
vOpy/Ot, where v is the charge velocity, The latter is considercd to be nearly
constant for the crust material under the stress action. Therefore, the time
cvolution of the SES is determined from the competitive action of the
charge/current aggregation rate given by (9) and the dissipative effect of the
crust material between the source and the measurement point. The electric
field generated by the currents produced at some arca (—Xo < x < Xp) and
time t is determined by _ _

(11) (A= 3%/81% ~ LoCerusd/OE = g i (t, x)/er,

where A is Laplace’s operator, z is the propagation direction of the
clectromagnetic disturbances generated by transient current jp{x,t) localized
n x direction, where

(12} (X000 = vOpo(x, 1)/t o« Z(x,t ) = \/(lr‘t)exp(—x 212D0+ O(p),
1<y

Here, v is the veclocity magnitude of the charges that spread through the
surrounding in the form of current; O (p) is a small term proportional to
plp<< 1). Fig. 1 illustrates the time envelope of microcrack production
associated with the random aggregation mechanism of stress, or strain
forces. The current density shapc with time depends strongly on the
magnitude of the diffusion coefficient D. Let us study the propagation
characieristics of the electromagnetic disturbances generated by transient
current jo(t,x) localized in time and x direction. For convenience we will
study the potential behavior along the 7 axis. Hence, we cxamine only
solutions around x = (), where x<<z.

(13) (107" — Logod D8 ~ LoGeruud/BVE = 1o (va)Z(x,0),
Thus, the equation resembles the telegraph equation of transmission line of
conductivity Geus, where inductance I and capacity C stand for
permeability po and the permitivity g [25]. This equation will account for
the SES generation from a microcrack source Z(x,t) and propagation effccts
in one direction, z. The induced clectric ficld magnitude i§ determined from
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the current production magnitude of jo(t,x), ie. a. Equation (13) is solved in
a straightforward way. The solution reads:
(14  E{xtk)= ug(va).f’Z[exp(yt)f Z{x,1) exp(—yl)dL-&exp(—yL)f

Z(x,Hexp(yt)di],
where the characteristic time y is given by
(15) Y = ~Oerus/280 (1 =V(1- 4K%80/HoGerus)),

and k is the wavenumber of the ULF disturbance spectrum assumed to
propagate along z. In the case of sufficiently small wavenumbers, i.c.:

(16) k << UoGerual2,
we obtain:
(17 ¥ = k16O et

The characteristic time y has real values for HoCenst > 2k and it is a complex
quantity for UeCaus < 2k. In the latter case, we have ULF events with
frequency o;

(18) 0 = VP )
and damping rate:
(19) Yp = —UoOcrusy/2-

Fig. 2 illustrates the behavior of both quantities, v and the frequency
o. It follows that there are two different regions of ULF disturbances: i)
first, a region of only aperiodic ULF disturbances where 2k/lieG e < 17 11)
sccond, a region of damped clectromagnetic waves of frequency @ and
damping rate Yp where 2k/1gGams > 1. It follows that periodic solutions exist
at shorter spatial scalcs and/or smaller conductivities Ouuste 1he crucial
parameter is the wavenumber k. The main constraints for the spatial scales
{~2r/k} come from the microcrack source size and its depth. The former is
to be related to the spatial specirum of the current source Jo(x,t). The source
depth determines the characteristic size of the electromagnetic field
localization. For example, if the source depth is 10 km, the upper frequency
of the ULF/ELF/VLF signal is about 10 kHz The spatial spectrum is Jimited
by the size of the fracture cvent that follows microcrack growth.

Let us examine the case of aperiodic ULF disturbances. For
convenience, we shall neglect the displacement current, it corresponds o the
assumption that the velocity of light ¢ goes to infinity. Then, the basic
equation yields only aperiodic solutions. Eq. (13) possesses a general
solution in the form (provided that ¢ —ec):

(20)  E(x1K) = ho(va) (1NDexp(—2oCenus
140 exp(7221400 crusd 41—x212Dt)dt
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Using an cxpression for the integrand we arrive to the following analytical
expression for E(x,z;t);

E(x,z;t) = polva)(pE{p/to) +10 cxp(—pf'ro)t'l’fzexp(—zzptoac,w 141, t>te
2n

E(x,z;t) = po(va)(pE;{p/ityL +vt exp(~p/))exp(—z* o0 s 41, t<i
where p = x42D — zzugcmm /4, and Ei(p/t) is the clliptical mtegral {26].
The principal contribution comes from the first term. An examination of
(14) shows that the SES forms are detcrmined from the parameters D and
HoCeruse Ctering in p. Indeed, the distance d = V(x* + %) at which ihc
aperiodic signal still has a non-negligible amplitude depends on D and crust
CONduCtivity Geng. Comparing both terms in p we observe that the time
envelope of the signal depends crucially on the sizc of the charge
localization xo and the distance d between the charge source and the point of
electric field measurement. Under Jow conductivity, reasonable values of
charge localization size x¢ and diffusion D conditions, the sign of p s
practically positive. The localization size of the aggregation of strcsses
usually does not exceed 1 km, while for diffusion D we could choose a
value of about 1+100 m%s [27, 28]. The latter is taken from the
clectrokinetic mechanism model. Fig. 3 illustrates the SES shapc for
different vahics of parameter p.

Under isotropic conditions, ¢.g. when the center of .aggregation of
stresses is not collocated with faults, the time evolution for an isotropic
aggregation stress and consequent charge and current production is
illustrated in Fig. 4. Positive p values correspond to rock conditions where
Ocuse lies in the ranges 10° + 10* S/m. Inversely, under negative p
conditions, no distinctive SES signals of duration of halﬁ' an hour, or up to
several hours are possible. One can see that, under high conductivity
conditions, €.8.Ccme>10°S/m, and a distance of about 100 km, the sign of p
could even become negative. We note that under high conductivity
conditions, ¢.g. under sediment, or soil conditions, the SES envelope will
have duration greater than that under rock conditions. It is quite possible for
such SES events to be comparable to the diurnal variations of the Earth
potentials. In such a case, they could not be substracted from the diurnal
variations. Another feature of the SES events is thal the electric field is
oriented mainly in one direction, probably perpendicular to the fault planc.
Fig. 5 illustrates various forms of the SES envelope, Along the z direction,
the SES enveciope does not depend on distance d, the SES amplitude
however decreascs. Along the x direction, the SES changes its structure
(Fig. 4). Even under isotropic conditions, the SES behaves differently in the
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x and z directions. The SES envelope usually has a triangle form. In other
cascs, the SES envelope possesses ‘shark fin’ profile (Fig. 4). This effect is
probably related to the fact that the aggregation mechanism acts also in the x
direction. Therefore, the SES form will change according to the course of
the aggregation mechanism, Recalling the Ralchovsky and Komarov
observations [8], the greatest SES event has a form similar to case b) in Fig.
4. Our model ¢ould he applied if therc were isotropic conditions in the Earth
crust. Under real conditions, the Earth surface acts las a reflection boundary
for the SES sources placed at certain depth. We do not consider either the
additional effects coming from possible differences in (he conductance on
both sides of the fault plane (x = 0). In reality, the characteristic time t, is
not constant, as well, In general, we could expect quite complex SES forms
depending on distance, orientation, depth, Earth surface and geology
conditions at the measurcment site, ctc.

3. Comments

The microcrack production process is responsible for the charge
density rate, dpg/dt. Equation (13) for the electric field built-up (that we
suggest) contains on the right hand side the source term that is proportional
to the current density rate. The clectric field built-up process will break
down at time 15 due to the discharge process. The mechanical stresses and
strains will initiate further microcrack production and the seismic electric
signal generation process will be resumed. The aperiodic clectric field signal
related with microcracks at great distances and in a preferable direction is
examined in detail. The aperiodic SES has two parameters that have 1o be
known: relaxation {duration) time y and microcracks ‘diffusion’ D). The
duration is controlied by the spatial scales of the electric field disturbance
that could arrive at the Earth surface from the carthquake center located at
some depth. The diffusion of microcracks depends on the mechanical
propertics of the geological matcrials, the inhomogeneities of various scales
and is controlled by the level of prossurcs and strains related to the active
tectonic processcs.

An examination of the SES shapes determined from paramcters D
and y shows that high conductivity conditions, e.g. Guug > 102 S/m result in
SES signals of duration comparable with the diurnal variations of the Earth
potentials. Therefore, clear SES signals with duration of half of hour or up
to scveral hours are to be formed under rock conditions where G Jies in
the range 10° = 10* S/m. Inversely, under higher conductivity conditions,
ULF signals are plausible for characteristic spatial scales of hundreds of
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meters or kilometers. In our model of the SES signal there are other
parameters — the distance d to the epicentre of the incomin g earthquake and
the angle & between the fault axis and the direction o the measurement
point. The relationship between distance d and angle 6 and x is given by x =
d sin{B).

As follows from the above analysis, a fundamental charagicristics of
the proposed aggregate model of SES is the anisotropy of the generated
signal. The main component of the SES signal could be obscrved mostly in
the direction perpendicular to the fault axis, i.e. the pair of electrodes should
be oriented in the direction perpendicular, or normal 1o the fault axis. This
suggestion corresponds to experimental evidences that all the SES signals
are one-dimensional. Indecd, the bay-, or beil-shaped signals are clearly
visible in one of the two orthogonal tracks of the electric field measuring
systems. They have usually been registered either in the B-W direction {71
or in the N-S direction {8]. The other track remained at noise level, 1.6,
undisturbed.

4. Conclusion

Our model of the SES signal describes eleetric field production due
to the current density generation during microcrack aggregation process.
The current associated with this electric field build-up dissipates in the
surrounding medium and governs the spatial and temporal distribution of
the electric field. The electric ficld built-up process will break down due to
the discharge process. We demonstrate that, in additional to ULE/ELE/VLE
wave events, the generated seismic eleciric signal (SES) possesses pulse-
like (aperiodic) bchavior, The initial anisotropy of | the stresses and
associated currents are the cause for an electric ficld that is oriented
perpendicular to the forthcoming fracturc events. Thus, clectric field
responses al great distance from the carrent sources are possible and our
model reveals another mechanism of electric field generation that is not
connected to electric field due to charge dipoles.
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Fig. 4b

The SES envelopes in z (5a)) and x (5b)) directions. Curves 1-3 correspond
to differcnt distances: 1) 100/Nx kim; 2) 200/vr and 3) 400/¥m k. Various
lorms of SES envelope in x direction are indicated. In x direction the SES
envelopes featurc either triangle form of different amplitudes, or ‘shark fin’
prolile.

BbPXY MEXAHN3IMA HA FEHEPAIIHA HA CEU3MHAYHU
EJEKTPHYECKH CHTHAJIH

Ilemro Henoscru, Foiivo Boirues

Pesrome

lIpennoken e moneln Ha reHepauus Ha CeM3MUTHM ENeKTPHUECKU
curnanu (CEC), ceepzan ¢ dopmupanero na 3apAH B TOKOBE IIpH Mpoueca
Ha Paspsil 8 NPOCTPAHCTBOTO HA MUKPOMYKHATHHH, EnekTpuueckoro 1one B
MUKPOMYKHATHHATE HAPACTBA A0 3aU04YBAHETO Ha paspajieH npouec. Cren
(hOPMUPAHE HA ENEXTPUUYECKOTO O ¥ HEIOBOTO HEYTPAIX3UPRHE TOKDT j
C€ pAstpOCTPaHABA B OKOJHOCTTA HA MHKPONYKHATMHATA. W3ciemsaT ce
NIPOCTPAHCTBCHOTO 1 BPEMEBOTO Pa3NpeNENiCHUE HA eNEKTPHEECKOTO IO,
CBBPSAHO € TOKa OKONO MHKpOMyxHaTHHATA, [IONeTo 3aBHCH 01 CKOPOCTTA
Ha arperanid, paspana u reoGusuaHnTE CBOACTBA Ha cpeslaTa.

67



Bulgarian Academy of Sciences, Space Research Institute

Acrospace Research in Bulgaria. 17, 2003. Sofia

NONLINEAR OSCILLATOR UNDER EXTERNAL
ASYNCHRONOUS INFLUENCE: COMPARISON OF CANONICAL
AND NON-CANONICAL PERTURBATION METHODS OF
ANALYSIS ¥

Viadimir Damgov” and Petar Georgiev™

i Space Research Institute-Bulgarian Academy of Sciences
Hk Depariment of Physics at the Technical University-Varna

Abstract

A non-canonical (non-Hamilionian) perturbation method Jor study of nonlinear
oscillator under external asynchronous action in variables “energy-angle” is presented. As
new variables, the iteration constants of the original solution are introduced. Consistently
applying the method of canonicul transformations and produycing functions, a canonical
approach in “action-angle™ variables is developed for analysis of the same system under
similar conditions, Both approaches are characterized by \the transition, in the very
beginning, to functions with constunt period and only thepn the necessary functional
matrices are introduced. The same problem is siudied by Kuziak's method, characterized
by the opposite approach: first, a functional square matrix is introduced, and only then a
transition o functions with a constant period is made. A comparison of the results obtained
using the three above-mentioned methods and approaches is made, It is shown that the
solutions in the first approximation lead to equal results. In particular, this conclusion is a
contribution to the idea that there is no essential difference between non-canonical (non-
Hamiitonian) and canonical (Hamilionian) methods, However, attention is drawn 10 the
fact that the other analytical methods developed in the frame of the Theory of Nonlinear
Oscillations could not give, even in the first approximations, ¢ complete coincidence with
the solution obtained using the three above-mentioned methods,

The analysis of oscillations and vibrations reduces to the problem of
a uonlinear oscillator, subjected to cxternal periodic  influence
{perturbation). With the development ol perturbation methods, two main
directions have formed: canonical (Hamiltonian) mectheds and non-
canonical (non-Hamiltonian) methods.

*) Research su pported by the “Scientific Research” National Council at the Buigarian Ministry of
Hducation and Sciences under Contract Ne H3-1106/01
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The methods using mainly canonical transformations in action-angle
variable devcloped earlier. This was in responsc to the needs of colestial
mechanics — see [1]. The method of Lindstedt-Poincare as well as other
methods were developed. The second direction of development of the
perturbation methods are the methods of the averaged Lagrangian and the
averaged Hamiltonian {2]. An overview and a modern presentation of the
canonical methods are given in [3-5].

In the first hall’ of the twenticth century, mainly the non-canonical
(non-Hamiltonian) perturbation methods were developed for the purposc of
analysis of nonlinear electric circuits {6-91. M.Kruskal has developed a non-
canonical theory showing that it can be equivalent to the canonical theory
[10]. The development of these methods is reflected in (4, 11-13].

In the application of perturbation and in particular of the asymptotic
methods a transformation is made 10 a generating solution with constant
period Pe = 27 A number of methods have been developed for this
purpose. In the casc of non-canonical methods, the integration constants of
the generating solution serve as the new variables while in the case of the
canonical methods with the aid of a canonical transformation the treatment
is done in action-angle variables {thcse two approaches are used below). A
third possible method is the regularized Euler method iIntroducing a new
independent variable [14-16]. After the transformation the generating (non-
perturbed) cquation coincides with the equation of the harmonic oscillator.
K.A.Samoylo has suggested the so-called method of non-linear
transformation employing the transformation of the dependent (coordinate)
as well as the independent (lime) wvariables. In this case the gencrating
cquation again coincides with the eguation of the harmonic oscillator.
Finally, a method has becn developed in which the generating solution has a
variable period (dependent on the amplitude). In this case the solution of the
variation equation contains secular terms which at a later stage are
compensated. This method is by G.E. Kuzmak [18] and has been further
developed in a number of works, i.e. [19-23),

We should also mention a number of modifications of the
perturbation methods used for analysis of non-linear waves as well as a
number of perturbation methods based on conservation laws. In the an alysis
of solution phenomena perturbation methods are used which based on the
Inverse Scattering Method (ISM) for equations such as the Korteweg-de-
Vries, the Sine-Gordon, the non-linear Schroedinger equation cte. [26,27].

The present work compares the results obtained through different
perturbation methods. 1t is shown that the solutions using encrgy-angle
variables and action-angle variables (via canonical transformations} and by
Kuzmak’s method to first approximation lcad to equivalent results. This
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confirms the idea that between the canonical and the non-canonical
perturbation methods used in particular for the analysis of an asynchronous
oscillator there isn't any principal difference.

1. Generating solution
Let us consider a generalized nonlinear oscillator described by the
following system of equations:

dx
——p =0
M :ﬁ ¢
32 i
— 1 = F 4 atp by
da+f(XT) #"(dz v, 1, T)

where 0 < 41 <<l is a small parameter, T is sccondary scaling /slow time/,
T=T,+ ut, T =const,dT/dt = 4 The secondary scaling (slow time) could
represent the slow change of the oscillator parameters: i.e. modulation of the
oscillator inductance or capacity, a drift in the supplicd power etc. We will
take f(0,7)=0. We will scek a solution of equation (1) for x belonging 1o
the interval satisfying xf(x,7) > 0.

The solution of the system of equations (1) for g =0 represents the
so called generating solution which we will represent as:
(2) X=X (Et+1,,T), p= PolE i +1,\T),
Here £ = const and ¢, = const are the constants of integration,

We introduce a circular frequency into the geherating sohution (2), as
follows:

2 Lyvax

where IKE,TY=2 J

] dx
[(E,T)’ o AN2E -V (x,T)
is the period in time 1 and Vix,T)= J.,ff(x',T)dx' is/the potential energy,
0

V (xmin ST) = V(-‘xm:lx ‘T) = E(T)
An angle variable ¥ and an integration constant @ = const are
¥ o
b b, p———,
w(ET)  ° w(ET)
Let 0= ¥+ a. We introduce the new functions:

T)

w(E,T)=

mtroduced through the expressions: ¢ =

x=x,(E,0,T)=x,(E, ;
b ( ) ( oET)

P=p,(E,0.T)=p_ (E,

3)

?T)
w(E,T)
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which are periodic in ¥ and @ with period p, = 2z independent of E.
Therefore the derivatives 0x,/06, dp,/06, Ox,JOE and Op JOE are periodic,

Le. they do not contain secular terms.
The system ol equations (1) takes the form:

wE, )2 E0D) g ery =0,
4) a6
w(E,1) e (E:0.T) | F(x,,T)=0,
ad
or
0 _
5) Y[ H z }:o
2 F(xy,T)
where
éxb(Esg!-T‘) dr.b (E,,Q,T)
6 0T — oE o0 _
) YEOD)=| o Fory o)
O a0

The matrix Y is periodic as the period Po = 271s constant and it
satisfies the condition for the absence of secular terms.

2. Perturbation in energy-angle variables

We now perturb equation (1) at u = 0. We vary the constant
parameters taking £ = E(t ) and a=a (1 ).

Taking into account (4) we obtain the following system of cquations,
equivalent to system (1):

(7) %:a}(_E,T); O() =Y(t)+al)
dE
== 0 G, (E,0,1,T,
(8) Al vl O o
40 |w(ET)| "|G(E0,1.T,u)
dt
Ly
where G'J:Y'l _ar
-‘.s' —f?pb + F
ﬂ?}_' ]
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Here, the inverse matrix Yy-1_ |, s s and
" B O

correspondingly det Y =—1/@ , i.e. the condition for the application of the

perturbation approach, det Y =0, oo is valid.
We will scek the solution (7) in the form of an asymptotic series:

E() = E, @)+ uby (1) + 1 E, () + ..

O(t) =8, (6) + 16, (1) + 1°0, (1) +...
Substituting (9) into (8), expanding in the powers of x and equating
__— . , -~ k| g

the coefficients multiplying the same powers of M, we obtain:

&)

dE,
0] [c. |
10 di | _ rk k=0,1,2,3, ...,
(10 d, M{G} i
dt

wherc &, reflects the necessary corrections to o due to different order of
approximation for E in &fE, T ), i.e..
w58, = w(E, + HEy +..+ u* By 4+ ubE, T —@(E, + UE; + ..+ " g, 1
G =Gy By By By ),0,,0, 000 04y T)
Cot = Gop By By By 1,6,,0,,.,04,,T)

Here é,»,;( and és,k arc differential operators which are applied to

the obtained in the previous steps functions.
The complete determination of E, is possible only when the
|

coctficients of order £**' are taken into account. The correction o, (10)
containg E,. This is why we solve the equation E, simultancously with the

equation for €, , i.c. instead of solving (10) we Shoi!ﬂd solve the system of

k-1’
cquations:
E,
%’L: Gy (B v By B i858y 500 Oy 1, T)
b, _ - | .
.—EI—_ = ék-] + G!',k--i (EO ] El peeey Ek—ﬁ ,6’50 ,91 yeaey 9.&'—2‘ I‘ ?— )

In (9) we do the following substitution:
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E () =L ()+U,, (1,T7)

(11) 6, () =a,(t)+U 4 (1,T) k=112,3,...
da, (1)
L s T
dt @l

where U =0, U, = 0. This representation takes into|account that £ is a
slow variable while @ is a quick variable. The qQuantity L,.(¢ } is obtained

only when the coefficients of order 1**! are considercd,

Taking into account equation (11) the perturbation approach reduces
cquation (10) to;

dLy,(T) | QU (1T)

=G, ,T
al , &,T)
w, (T) +T =0, (t,TY+ G, (1,T)

We assume that the right-hand sides of (12) arc expressed in
functions the form of which was found in the previous steps.
From the condition of periodicity of U, and U it follows that:

dL (T) _
(13) — o =(Gn),
o, (T) = (8, + Gy, ),

where < > means averaging with respect to time.
From (12} L, (T ) and @,.(T) are determined. Then we find U
U, from the following system of equations:

5 (T "

_'_%—_)‘:Grk (I,F)__<Gf']\'>f

U, (T '

: 2 ~)=5k t.T) =Gy (t.T) ~ (8, + Gy ),

We should at this point note that instead of s we can use ¥ as an
independent variable. In the case the system of equations (7) and (8) is
equivalent to:

(14) dr 1
dY w(ET)
a 2
(15) av |_|0 [in-l or
_({..9_ ’:1 +)u & —@E—-i- FV
d¥ ar
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The described above perturbation method can be used for the
analysis of cquations (14} and (15).

3. Perturbation in action-angle variables
Above we found a solution in cnergy-angle variables (E, 8 ). The
crucial step was the treatment in variables x, (E, 8 T} and p, (E, 8T,

having a constant period P, = 2n with respect to the angle (quick) variable

&. Here instead of energy E we will use the action 7. Our goal is to transform
canonically in such a way that the new action { = D= consf 10 be a constant

while the new coordinate % = X is lincar in time.
For the case in consideration the generating equation can be
represented with the canonical equations of Hamilton:

dx JH dP O'H (7V
— T — P‘ —_— — T
(16) d &  d X & fuT)

For the transition to action-angic variables and the achievement of
the sct above goal we introduce the gencrating function W(x,1, T3 such that;

P:é’W(x! T), W:&W(x,I,T)
o _ a

Wx, 1,T) = +[ J2E(I,T) - 2V (&', T)dx

Then the new Hamiltonian is:
HUI¥YT)=H{U,T)= A(P,x,Ty= E(T), where E(T) is the energy mtegral,
EM=p%/2+V(E,T).

The period in ¥ must be a constant and equal to 2x. The circular

frequency in the generating solution is:
(17 O LT)=0¥/ ot=2n/ITIE(LT) T],

where the period intime =¥/, is:

A(E,T) g
OF

TI(E,T)=2x =2— j 2E |- 2V (x, T)dx

min X

We ntroduce the new functions:
x=x,.0.T)=x,|EU,T)6,T]
p=p.6,T) = p,[E(,7),0,T]

Taking into account (16)-(18), the system of equations (1) takes the
form:

(18)
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&,.(1,0,T)
20

@, (I,T)[%@Jﬁ(xc,r) =0

-{ ‘_'DC J:O
IR ACAY D
ox . (1,8,T) (T, 8,.T)

h = al 0 _
where 2(1,0.T) Pc(1,0,T) &p.(1,0,T)
al 0
We seck the solution of the perturbed system of equations (1) by

varying the constant parameters / = J(; Jand ¢ = aft ) as:

a}c([’T)I: :]_pc(f’g&?")zo

or

19) z[ 0

@

x=x[1(0),¥(6) +a(t),T]
(20) P=p IO ¥ @) +a@),T]
d’lIJ
==l 10,7} 6 =¥ +a)
't
Substituting (20) in (1) and taking into consideration (19) we obtain;
[ dI _ p ZL0.T)
1) i Z[ 0 ]+Z-1 o |
49 | " | w.(1,T) _ AT
L dr I T |
1 [
— (%, T)—p.
where z-1 _ fUc'HL )w“p , detZ =-1.
PDe O
ol ol
The system (21) can be expressed as:
d
(22) aY[ _ O + Gv(f,g,f,}",ﬂ)
49| (6] |6, (1,6.0,T, )

dt
where §is the necessary adjustment of @..

We seek the solution of (22) in the form:
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=1+l T+ U, 6D+ [ 1,7y + U, 0, .
0 =0,(T)+ 6, (1) +U o (6, D]+ 12 [6,(T) + U, (0,1

23 8 = b, + 1°8, + 1’8, +...
de, (1) dg,(t) dg., (1)
—L =@ (1), L =p(T); =, (T);...
a I e dt 2

where Usy (6,7 ) and U (1,7 ) do not contain secular terms, 1.c.

o i
24 SUn @) =0, (U @T)) =0, k=1,2,3,..
24) <O,} € )>[ <& i € )>£

Substituting (23) in (22), devcloping in a series in the powers of g
and equating the coefficicnts multiplying the same powers of ,uk we gel:

- in front of z°

de,{t S b .
af( ) =@, (T}, where w (T) = @I ,T) the initial value / is taken at
t [¥1e] ale] Q0
the momentt =0, ie.

Loy =1(D),q
i
or G.(¢) = _[wc 0, T + ' Ydt'vconst
o

- in front of 4’

di(T) U, (1,T)
25 oM Py =G, (1,(T),6,(T),6,T.0
(25) o7 Y L, (T),6,(T) )
(26) 0, (T)+ iﬂiﬂ%’i} = 8, + G, (I (T).0,(T),1,T.0)
and accordingly & = [ Py (). T ~ @ Ugo T):]
H |
5, - [(a(. (I, (T)+ | (T) + pU, 8, T - @, (], (T),T}]
2
2

ele.
Averaging the two sides of (25) and (26) and taking into account
{24} we obtain;

@n A7) _

dr

(Glr,@2.0,(),7,0)),
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o (T) = (G, [1.(T),6.("),1,T.0]+ 6,).
(28) 8, = jcol (T, + ut' Ydt'+const

0
The differential equation (26) can be rcsolved, ie. through
successive approximations and development of T in a power series. The
determined by (27) quantity I (¥} is then substituted in (28).

S0, we have come on the approximation as follows:

G o
(29) dt [, _[0} 2zl o |
=| U - |
<{_i£> wa - @_r__ + ,u}:‘r
dr /, ol i

where [a)o =, {IG(T), T]= W+ 5}

i
Uy (1,T) = _HGH —(G,), ki +const
Then a
Uy (,T) = ”GM +38, - (G, + 51_)f 1{1’!'—%—&?0?15’.?

0

4. Solution by Kuzmak’s method in matrix form
In the two methods developed above we first transformed to
functions with a constant period p, =27 and only then introduced matrices

Y and Z. This is why Y and Z turned out to be periodic. With Kuzmak’s
method [18} one proceeds in the reverse order; first, the functional square
malrix E is introduced and only then the transformation to constant period
functions is performed. As a result, E is not periodic but contains secular
terms, In the analysis of the perturbed equation these terms compensate each
other and the final solution is periodic. Here, we will develop a version of
Kuzmak’s method on the basis of a matrix presentation in application to an
asynchronous non-lincar oscillator.

The generating solution of the system of equations (1) when u =0 is
assumed 10 be in form (2).

We introduce the matrix:

&u(E, i .trl, j") &G(E, f + ta, T)

% = E,[ +to, 1) = E a(f‘!'t*’)
(30) ( 3 ) PE, 1 +1,T)  DoE,tH+1,T) |’
CE It + 1)

so that the following variation equation is satisfied:
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a': 0 —']
3D “—~+BE=0, where B=| & .

ot o O
Besides
(32) E=YHII-(#+1,) Q],
i@ 0 0
where H:[ } Q=7 HLE,T)U
0 w Of)E

ThendetE=-land E™(E,t+1,,T)=[1+(t+¢,)QHY .
The solution of the perturbed system of equiuions (1) we scek in the
form: |
x=x, [E(T), Y1)+ a(T)T1+ puU,, (T)
P =py, LET), ¥+ oT),T) + uU,, (17T)
where the constant parameters Y, E, o, 0, and d‘{’,i’dt = 0(E, T) are varied.
We lay down conditions U,, and U, not to contain secular terms,

The following equation is satisfied: ‘

dx » dE o, L U Vs '
dr|_| d8 |, dT dT ot oT
dp |=| dp, |THY| ge |TH op, U, — OU,,
== = = =i -t —
dt do dT dr ot or

We also introduce the matrix: |

U U,, (+7)
aitl = U,(t,T)

We seek the solution in the form of an asymptotic series:

W ()= (t)+ pu¥, (1) + wEY L () +
a(T)=a ,(T)+pa (T)+ pla, (T)+.

0 (t,T)=6,(t,T)+ ub (t,T) + ,u?@zu,r) ¥
(33) 9&({,T)=gﬂk(.‘?)+a’k(f). k.=0,!1,2,...
E(T)=E (T)+ pE(T) % BHPE(T) + ..
HUa(t,T) = pU (t,T)+ p?U ,(t,T) + ..

Ul T = {U’““’T)J,
Uu(r,T,)

We set as a goal that U a5 o k2 MUSt not contain secular terms.
The generating solution has the form (5).

E = 128w
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Substituting (33) in (1) and taking (5) into account developing in a
series in the powers of # and equating the coefficients multiplying the same
powers of ,uk, wC get:

- infrontof 4°
a¥,®

dt

(34) =w(E,,,T)

I
d¥,= [@(E,,.T, + pr' ¥t

G

wherc EOO 1s the initial value of E, (T) at thc moment ¢ = ( and when 7' =
To:

- in front of ¢

(35) @"—(}(}ET—)Jr BU +T)=®,; x=123,..

where D, = col{ @y, Dy5,) a¥, @) =0, (To+ut), k=123..
1

(36) Wilt) = J&:(T + it )dt'

O
& are the necessary adjustments of o

o[E (T),Ti-olE,,,T]
5.(T, + ) = 6,1y = AE T T1 - OLE,, ]
7,
ST, + 1) = 8,(T) = EEEU(T) + BT+ ..,+ﬂ"—1Ek 1 (T}J—kwlii‘g(?‘) LB (TY + 0+ g 'ZE,C_Q(T_)J
i
k=234,.....
In particular, for the coefficient multiplying 4 we obtain:
AUz, T
——(——) +BUi(s,T) = @1,
ot
where
dE, )] [ o4
; T ar
(37) D, =-Y af s
da(I) |*|_an, , .
dT or
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dx, :
Here F :F( ;‘L sxb}r&T}O).
We seek the SOIl;ltiOH of equation (35) in the form:
(38) U, ¢,T)=EV&,T), & =123,..
where
_ Vi @,T)
vV, @, T)=| M . k=123,
Vi (8,T)

Substituting (38) into (35) and taking (31} inito account we get:

1
(39) Ve T) =V (0.7) + [E7 (B, 140", YO, T)dr
0

From equation (14) it follows: |

!
(40) V(t,T) = V(0,T) + j [1+ (t'+1, )QIH 'Y gy
0

I
=V(O,7) + [[1+ '+, )Q]{;f:—'n{1 + D(T)1 [3de'
% f
where matrices D(T) and K, have been introduced tl?rough the relations:

1) D(T) = (H"'Y"®) |

t

L
[HY ' ®dr'= Ki[® (1), 7]+ DTt
0 |
for K; [W(0),T]=0. |
Integrating (40) by parts we get:

2
V(.T) =VO.T)+[-1+(t+1,)QIK, + D] - QK, + L@H%}
where L(1) = < K > and

jKI[‘{’(r'),T]thKz[LP(r),T]+L(T)z
0

Substituting in (38} and taking into account (32) as well as the fact
that Q2=O, we Obtain:
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QD

2
U@ 1) = YH{-—2——+[D~QL(77—QV(0,73]I+K1 ~QR+(1-0QV(O,7)]

The matrix function U will be periodic in t if QD=0 and D(T) = Q
[L(T) + (0,T)] to the satisfaction of which it is sufficient to do the
substitution:

(42), (43) D=0, V(0,T)=- L(T)
In doing this we obtain:
(44) U=YH [K;- QK, +(I - t, @)V (0,T)]
Taking into account definition (41), condition (44) is cquivalent to;
<Yl@p>,=0 T .

In particular, when k = 1 from (37) and (45) it follows:

dE ,(T') S o
i dT Y ar
(46) 7y | =
da,(T) _op gl
dT or t

In this way we obtained a system of equations k36), (43) and (46)
which in addition serve as a basis of comparison with the results obtained
with the non-canonical perturbation approach in energy-angle variables,

|

Conclusion _

We conclude with the important observation that to first
approximation the solution in energy-angle variables coincides with the
solution to first order in action-angle variables as well as with the solution
obtained by Kazmak’s method.

e e , gE(L,T)
Indeed if in (29) we substitute @ = @, = __(5’7_ for I =1 (T),
£
: - w, 0 .
1Le. @ = Mo aswellas 7 - Y( 0“ J , we obtain:
dl -
A2 o1 ] 2
(47) o +ul Y or
{ J g P

Ao\ | " | w | |
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The comparison of equation (47) with the averaged equation (8)

confirms the above conclusion. An analogous conclusion can be obtained
through analysis of and comparison with equation (46).
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The obtained results contribute in support of the idea that, in

particular in the analysis of an oscillator under external asynchronous
influence there isn’t any significant difference belween the non-canonical
(non-Harmiltonian) and the canonical (Hamiltonian) methods. It is
necessary, though, to mention that a number of other methods exist in the
theory of non-linear oscitlations which are not even to first order completely
equivalent with the solution obtained by the considered above (hree
methods,
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HEJIMHEEH OCUAJIATOP IOX BLHINHO ACUHXPORHO
Bb3JENCTBUE: CPABHEHUE HA KAHOHWUYHUTE A
HEKAHOHUYHATE NEPTYPEAIINOHHU METOAH 3A

AHAJIN3

Bracumup [larzoe u Hemrep Teopueq
Peszrome

B cratmsra e npencraBeH HeKapoNMueH (HEXaMUATOHOBCKH)
nepTypballtoneH MeTom 3a W3CAeABaHe HA HeTMHEeH OCHURATOP 1I0J
BBHHUIHO ACHHXPOHHO BB3JACHCTBUC ¢ NPOMEHAHBH “CHEPrus-srun”. Kato
HOBY  NPOMCHNABHM  Ca BBBEACHHM HTEPALMOHHHTC KOHCTAHTH Ha
IbPBORAYANHOTO pemenue. [lpumarafiku nocnefopaTesHO Metoma Ha
KQHOHWYANTE TPaHCQOPMALMY 1 NONYEaBaNiKH yHKIHuTe, € paspaboTes
KAHOHMHCH METOX C NPOMEHAMBY ~ACHCTBUE-BIBN” 32 AHANM3 HA ChIATA
cuctema B nonobHu yenmosms. JlBata MeToma ce XapakTepusupar ¢
USBLDINBAHE OlIE B HAYalOTO HA TPEXOX KbM (YHKIHHM ¢ [OOCTOSHeH
TICPHOL, KATO CHBA CJICJ TOBA C€ BBBEXEAT HEOOXONUMHTE MaTpHUH Ha
$ynknuonana. Chuwsit npobiem e u3cHenBair Mo metona Ha Kysmaxk, xoiiro
C¢ OTRMHABA C OGPATHEUA TOAXON - HAR-HAnpPeH ce BLBENIA KBaJIpaTHATA
MaTprua Ha GYHKUMOKANR, M /B2 CIIeX TOBE G OCBHIIECTRABA [IPEXORa KbM
GYHKIHH ¢ MOCTOAHEH TIGPHOX. Harpasesio e cpasnenue na pesynrarure,
[IOIyHCHH IPU M3MOM3BAHE Ha TPUTE TOPECIOMEHATH MeToda. [1okaszano e,
€ pelueHMaTa B NBPBO NPUOJIMKEHUE BONAT AO €AHAKBU DE3YITATH,
Kowukperno, ToBa saxmouenue e IPUHOC KBM MAEATA, Y€ HAMA CHUIECTBENS
pasiiika MEXIY HREKAHOHMYHMTE (HEXaMUNTOHOBCKH) M KAHOHUUHHTE
(XaMMUNTOHOBCKH) MeETOMH. Obpbia ce BHUMakue, obave, Ha daxra, ue
APyr#Te METOAH, paspalOTeHH B DAMKHUTE Ha TEOPHSTA HAa HeRHeHWTe
KONeDaHuA, HE MOTAT Ha JlagaT xOpd B TBPBO NPHOMVKEHVE MIBIHC
CBRIANICHUE C pCUIEHWATA, [ONYYEHH I[IpU M3NON3BAHETO Ha TPUTE
rOpecTiOMeHaTH METORA.
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Abstract

In the paper, the modern tectonics and geodynamics of Bulgaria are studied, The
specification of general tecionic units, its varied inner morphologic. tectonic structure, the
borders between them and the recen geodynamics have been investigated by combination
of two approaches: use and application of remote sensing information and general
interpretation of duata  obtgired by geodetic, geophysics, geologo-geomorphologic
observations, measurements and different in scale maps, photographs and other materials.

Using the two approaches ring and linear structures on the territory of Bulgaria
are established. The following importani ring structures have been observed: Beloslatinska,
Plevenska, Lukovitska, Popovska, Nikopolsko-Paviikenska, Montanska, Velikotarnovska,
Borevgradska, Central Srednogorska, Sakarska, Central Rhodopean. Some more important
lineaments are: South-Moesian, Maritza, Oh—-Ossanska and others,

On the territory of Bulgaria there are recent vertical movements. Al present, the
Danube plane (Moesian platform) generally sinks by 1-2 mim/year along the Danube river,
All ring structures have risen by abowr 0,1-02 mavyear whereas sonte of them like the
Pirin and the Rhodopes mountains have risen by up 10 3-3,5 mm/year.

Key words: remote sensing, vertical movements, lectonics, geodynumics, geology,
geomorphology,

1. Introduction,

In this publication, the modern tectonics | and geodynamics of
Bulgaria are studied. For the purpose, both remote sensing (aerospace) and
ground-bascd data from the whole complex of Earth sciences are used.

The task was implemented on a polygon of Bulgarian territory
comprising the central regions of the country from the Danube river as far as
the Greck border. The polygon’s width is 200 m. In the north, it strctches
from the town of Lom on the west to the town of Russe rcaching the White
Sea coast to the south. The polygon was chosen in such a way as to cross
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transversely the major neotectonic units of Bulgaria: the Mocsian platform
or the Danube planc, the Predbalkan, the Stara Planina mountain, the
Srednogoric region, and the Rhodopes massif. This polygen is known as the
Balkanprob Project; it constituies the southern deviation ol the Europrob
Earopean geodynamic model.

The set task was theoretically based on the principles of new global
tectonics (platetectonics). In view of the latest achievements in the field,
Bulgaria and the Balkan peninsula arc considered as an active outskirts
(segment) of the European plaic. In it firsi-class tcctonic units are outlined:
the Moesian platform, and the platform’s deformed oulskirts (Balkanides.
Stednogorie and the autohionous parts of the Kraishte, the Rhodopes, Sakar,
and Strandzha). On the latter two arcas, post-collage paleogen-ncogen
sediment basins arc identified. Nowadays, spacc onlook onto Bulgarian
lerritory becomes essential, since it provides both global and regional
overvicw of the individual accretion blocks with various paleographic
behaviour, which underwent and are  still undergoing  varied
paleogcodynamic development.

In the methodological aspect, the task was accomplished using both
acrospace (remote scnsing) data as well as data from the classical Earth
scicnees.,

2. Analysis of remote sensing, geologo-geomorphologic, and
geodetic data,

2.1. Analysis of remote sensing (aerospace) data.

The studied territory comprises the ceniral band| of Bulgaria, from
the Danube river to the Bulgarian-Greek [frontier; it is 200 km wide and
crosses well-known tectonic zones: the Danube platform, the Predbalkan,
Stara Planina mountain, the Srednogorie, and the Rhodopes mountain,

As a result of the deciphering of space images of various scale and
spectral ranges, lincar and concentric structures were identified, and with
respect to North Bulgaria, space images of scale M 11100000 were also
used. The latter allowed to outline some new structures, which will be
considered, 100.

In the course of work, a hypsometric map of Bulgdria was used, with
height belts drawn at every 100 m (in scale M 1:1000000). The topographic
background greatly assists the process of deciphering. Geologic and tectonic
maps were used (M 1:500000; M 1:200000) and besides, some geophysical
materials were interpreted, concerning the depth structure of Bulgaria,
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In the process of structural-geomorphologic deciphering of space
and photograph images of Bulgaria, most often, linear and ring structures
are identificd structures (Fig. 1, Fig. 2).

2.2. Analysis of linear structures.

On the neotectonic scheme (Fig. 1, Fig. 2), the linear structures are
divided into two groups:

a) geologic faults known from other studies and confirmed by this
mterpretation;

b) space-tectonic lineaments, some of which have been identified
with great certainty by a number of direct or indirect deciphering indexes.

An important and notable boundary of the Moesian platform is the
North-Predbalkan or South-Moesian fault [3, 8]. The diffcrent sections of
the South-Moesian lincament bear different names. Among them, the
Vodoley-Draganovski segment is distinguished for its seismogeneity |71
Recently, some authors assume that the South-Moesian fault is not a deep-
penctrating in-depth fault reaching the mantle, but it is sooner an epidermal
trass or a monoclinal slope with various manifrstations in the structural
floors | 7].

Another well-known fault structure is the Brestnishko-Preslavska
flexure. In the southern dircction, between Stara Planina mountain and the
Srednogorie, the Zadbalkan fault is located, as well as the series of chariage
along the southern slope of Stara Planina (Staroplaninski, Kashanski,
Shipchenski ete.).

The next big fault structure is the Maritsa fault which serves as a
boundary between the Kraishtensko-Rhodopes arc and the Sredno gorie.

One of the lineaments identified by interpretation of space images
and outlined by other authors as well is the Olt-Ossam lineament, which is
delimited by the straight-line course of the rivers Olt in Romania and Ossam
i Bulgaria. Actually, it series as a tectono-geomorphologiic boundary
between the Lom depression and the North-Bulgarian (Ludogorsko) rise.
The valley of the Ossam river ranks among the most ancient river valleys
created yet during the upper Eocene, the Ol gocene, and the lower Miocene,
continuing its development but for short interruption periods until
nowadays.

The other lineaments identified on Space photos have no cssential
importance for the development of tectonic areas in Bulgaria.
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2.3. Analysis of ring structures,

As a result of deciphering and interpretation of space images,
combined with topographic maps of various scale, on the territory of the
studied area, ring {(concentric) struciures of various form, size, depih, and
orientation have been outlined. Among these are the structures in the
Moesian platform, the Predbalkan, Stara Planina mountain, the Srednogorie,
and the Rila-Rhodopes massif,

2.3.1. Ring structures in the Moesian platform,

Within the platform, the following structurcs can be identificd:
Beloslatinska, Lukovitska, Plevenska, Nikopol-Paviikenska, Streletska, and
Popovska.

The Beloslatinska structure is mentioned by many authors [5, 9. It
has a size of 45/25 km and represents an elongated oval pointing in the cast-
west direction. Most often, its formation is referred to the Troas period, in
which a similar depression was formed. Within this structure, an industrial
oil deposit was revealed (at the own of Knezha).

The Pleven oval structure is about 70 km long and up t 35 km. In
depth of the structure, magma rocks with gabro-diorite compositions are
revealed; whereas the positive structure was formed as a result of the slow
squeezing of the magma body. Actually, the latier creates the biggest
positive magnetic anomaly in Central North Bulgaria.

Another important structure is the Nikopol-Pavlikenska, sized 80/50
km. [t is delimited by the rivers Ossam and Yantra, the northern half of
being strongly croded by the short tributaries of the Danube river. Among
thc most important structures to the east of the Yantra river are the
Streletska and the Popovska structures, which arc outlineded by the
tributaries of the river of Rusenski Lom. The Popovska structure may be
referred in depth to a magnetic body with gabro-diorite composition [11].

2.3.2. Ring structures in the Predbalkan and Stara Planina.

Within the Predbalkan and Stara Planina, the strongest deciphering
indexes were the configuration of the hydrograph network as well as some
tectono-geomorphologic indexes, the orientation of the lectonic structures
(synclinal and anticlinal) against the lincar chain outlook of the Predbalkan
and Stara Planina. The major structural units here are: the Botevgradska,
Montanska (Belogradchishka) and Tarnovska (Fig. 2} structures.

The Tarnovska regional morphostructure is emphasized mainly by a
number of mountain-like clevations, risings, and hills. These orographic
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forms are part of Stara Planina and the lower mountains and elcvations of
the Predbalkan and the periplatform South-Moesian depression,

The morphostructure is about 200 km long from west to east, with an
average width of 50-60 km and 4n area of about 12,000 km?, In it, a contral
nucleus can be outlined, surrounded by a higher-terrain belt, followed by
another, not well manilested and lower belt. The latter belt is closed to the
south by the high terrains of Stara Planina (Fig. 2).

Another structure of this kind is observed in the Botevgrad region. It
spreads 10 the west as far the Vrachanski Balkan, to the east — the
Vassilyova Planina, and o the south — the Murgashko-Tetevenska Stara
Planina. In s center, a depression is formed, which is occupicd by the
Botevgradska vallcy (Fig. 2).

Another important morphostructure is the Montanska one, which
stretches {rom the Ogosta river 1o the river of Golyama Panega to the east. It
coincides with the so-called Montanska anticlinal and represents a strongly
elongated rising surrounded by depressions. To the north lies the Lomska
depression, (o the south — the Mezdrenska synclinal, and to the east — the
Lukovitsko depression. The Montanska morphostructure is about 100 km
long and up to 25-30 km wide. It is strongly partitioned by the rivers of
Botunya, Skat, and Iskar,

2.3.3. Ring structures in the Srednogorie.

Within the Srednogorie, two big regional concentric structures can
be outlined: the Panagyurska structure and Sarnena Gora. Among the
smaller ring formations are the Chirpanski elevations, and the Manastirska
Structure whereas the latter one is negative, The typical thing about the first
two regional morphostructures is that they arc buill up of magma and
metamorphic rocks, and that, in the geophysical respect, they represent
negative gravitational or magnetic anomalies (Fig. 2},

2.3.4. Ring structures in the Rhodopes massif.

Here, the most clearly outlined ring structure is the Rhodopes
massif, and more precisely, the West Rhodopes. This structure is closed to
the west and 1o the south by the Mesta river, to the north — by the Upper-
Thracean trough, and to the cast — by the valleys of the rivers Varbitsa and
Borovitsa, tributarics of the Arda river. This is a big structure sized 150-
90 km, built mostly of melamorphic rocks, palepgene sediments and
vulcanites. The structure is a complex one, with depressed central part,
where threc  depressions  are  formed:  the Bratsigovo-Dospatsko,
Smolyansko, and Vitinsko ones. The latter arc filled with sediments,
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pyroclastites, and vulcanites and nowadays represent the highest terraing in
the Rhodopes (Mount Perclik, 2191 m). Another similar structure in the
Rhodopean massif is the Belorechko swelling, a positive structure built of
pure crystailine rocks [3, 12, 13].

Another peculiarity of the Rhodopes massif and, in particular, the
Eastern Rhodopes, are the volcanic structures: Dragoynovska, Nanovishka,
Zvezdelska, Lozenska, Madzharovska, Irantepeiska ete. Some of them are
volcanic domes, others arc typical volcano-tectonic depressions (Fig. 2).

3. Study of the modern geodynamics of Bulgaria.

The study of the geodynamic processes is a vety topical problem,
stnee it provides dataabout the dynamic processcs laking place in the Earth’s
body, as well as of the dynamics of the lithospheric plates. Based on these
facts, the horizontal and vertical movements of the Earth’s crust can be
determined with great accuracy throughout long periods of time, using
various radiointerferometric, laser, or dedicated geodetic measurements.
Space methods and equipment resulted in a boom of thes¢ studies, achicving
in the recent years exceptionally high precision through the use of GPS
facasurements of the lateral and vertical position of points from the physical
earth’s surface. It is a great regret that the obtained data relates to the recent
couple of years, covering only a short period of time which docs not provide
lo carry out reliable analyses and interpretations.

For this rcason, the vertical movements [12,14,15] on Bulgarian
territory are studicd by data from high-precision geodetic measurements
dating since 1928 and comprising a relatively long period for which
measurcments throughout three epochs have been made.

Al SRI-BAS, scveral annual measurements were performed of the
neotectonics and geodynamics [12,14,15] of some detached geological
structures on Bulgarian territory: namely: the Moesian platform, the
Predbalkan with Stara Planina, and South Bulgaria (12,14,15]. The major
objective of these studies was 1o reveal the correlation, if any, between the
modern geodynamical processes and the relevant neotectonic and geologic
structures in the mentioned regions whereas each region was studied
individually and the obtained results were published.

The results were united in this paper, thereby providing a wholesome
map of Bulgaria for the modern movements of the Barth’s crust during the
cpoch 1930-1985 with isolines 0.5 mm/year aparl. The neotectonic map
(Fig. 2) and thc map of modern movements {Fig. 2) finalize these
multiannual studics. In the next study, the obtained results for the whole
Bulgarian territory will be analyzed.

89



3.1. Reliability of the data used to determine the velocities of the
vertical movements of the Earth’s crust.

As already stated when discussing the study of the wvertical
movements of the Earth’s crust, in the mentioned detached structural areas,
mainly geodetic measurements were used, since the analysis of space data
obtained by GPS measurements for middle-sized regions did not provide the
nceded accuracy to comply with the accuracy of the quantities obtaincd by
geodetic methods.

Prior to their use, the obtained geodetic data was submitted to
meticulous analysis aimed 1o identify potential crrors caused by cxternal
factors that might deform the measurement results, Among these were the
instrumentation errors obtained with the Jevelling procedure, the references’
representativencss, the characteristics of the geological foundation (loess
soils, possible stides) and for the references along the Danube river, the
various water levels and, accordingly, the references’ stability were studied.

To enhance data wrustworthiness and to remove the possible
systematic errors, initially, digital data was processed and then it was
compared with the results from past epochs. Where the values’ differcnces
for two epochs with one and the same references were grealer than modern
movements, the data for both epochs and the references’ reliability was
verified.

Based on the data thus obtained, the data was processed anew and
maps of the modern tectonic movements of the Earth’s crust were drawn.
Where devialions occurred, the references were studied anew and the factors
dcforming the results were removed. And only then the material was
processed, the residual errors were removed and, based on these final
results, the enclosed Appendixes were drawn. '

3.2. Interpretation of the velocities of vertical movements.

In works [12,14,15], the velocities for threc periods are interpreted:
1930-1985, 1930-1970, and 1970-1985, and the respective maps are drawn
with isolines 0.1 mm/year apart. The obtained graphic material and the
performed analysis revealed that the images obtained from the longest
period, 1930-1985, were most trustworthy, with| the least number of
anomalies. This is a logical outcome since the available observed material is
abundant enough to allow for occasional errors to be removed with
processing. Accounting for these facts, the only drawn map of the vertical
movements’ velocities in Bulgaria was for the period 1930-1985 (Fig. 2).
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Notwithstanding the visual idea of the modern movements on the
wholc territory one can get from the map, in pursuit of the set objective (to
reveal the existing correlation between modern movements and neotectonic
structures) we shall analyze the movements of the detached neotcctonic
structures,

3.2.1. Analysis of the modern movements of the Earth’s crust for
the Moesian platform.

The drawn map of the vertical movements’ velocities displays the
plane nature of the geodynamical processes taking place in the whole
northern Bulgaria, It should be noted beforehand that the wvertical
movements comprising the Central part of the Danube planc confirm the
general tendency of continuous sinking,

For the longest period (1930-1985) of generalization of the
quantitative data, a gencral sinking {depression) of the| ceniral part of the
Moesian platform is expcected in the scction along the Danube river,
between the towns of Lom and Svishtov (Fig.2). The sinking comprises the
part of the platform located botween the great turns of the Danube river, at
the towns of Vidin-Lom to the west and Svishtov-Russe to the east. The
sinking has a clearly marked oval form (100-120 km} with elongation in the
cast-west direction. To the north it is parailel to the river bed of the Danube,
while 1o the south, on Bulgarian territory, a decp bay is formed, passing
through the boundary South-Moesian fault and penetrating the Predbalkan
(the Balkanides). Typical of the period 1930-1985 i§ the tendency of
increasing the Earth’s crust vertical movements’ velocities over a onc-year
period. These valucs arc particularly great in the region of the settiements of
Oryahovo and Baykal where they reach a velocity of Vy = -2.5 mm/ycar. To
the north, on Roumanian lerritory, the isolines get quickly closer to each
other. A similar pattern of the isolines with identical velocity is observed
both to the east and to the west, while (o the south they change smoothly,
whercas the affected slowly-sinking arca penetrates  deep into  the
Predbalkan. The sinking comprises the depression that existed in the Upper
Cretaceous and, in somc respeet, continues during the Neogene in the
Lomska depression. A slightly manifested “swelling” is observed to the
north-cast in the Danube plane, forming the Nikopolsko-Paviikenska,
Popovska and Kubratska morphostructure,

Beyond this “swelling”, eastward of the Nikopol-Gorna Oryahovitsa
line, ring isolines are formed with maximal value of up to +1.0 mm/year.
This formation correlatcs with the positive geologic | structure, which
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comprises the whole of the Nikopol-Pavlikenska, Popovska and Kubratska
morphostructure.

None of the ring arch-block and block structures within the scope of
the Lomska depression affects the course of the vertical movements’
velocities. The well-known South-Moestan fault is not represented on the
vertical movements’ velocity map, thus confirming the opinion of some
rescarchers that it docs not represent a deep-penetrating fault, but a
monoclinal slope with fault manifestations in different  structural-
stratigraphic storeys [11,12,14,15].

3.2.2. Analysis of the Earth’s crust modern movements for the
Predbalkan and the Stara Planina mountain.

The study of the Earth’s crust vertical movements’ velocitics for the
regions of Kraishte, the Predbalkan, and the Stara Planina mountain for the
period 1930-1985 provides a clear picture of the geodynamic processes
taking place there. Thus, we have depressions in the region of Teteven-
Etropole, corresponding to the central part of the sinking Teteven-
Etropolska and Skravenska morphostructure. Slight sinking is observed
within the scope of the Botevgradska structure, where the valley bearing the
same name sinks by —1.0 mm/year. Bastward of these sinkings, within the
Shipchenski and Kotlenski region, two “risings” are formed whose modern
movement values reach up to +2.0 min/year. In thesc rcgions, there is a
significant correlation with the neotectonic structures.

3,2.3. Analysis of the Earth’s crust modern movements for South
Butgaria.

The performed analyses of the vertical movements in South Bulgaria
reveal a great variety ol “sinkings” and “risings”, whereas the velocities’
positive values reach their maximum. In thesc rcgions we witness the
greatest variety of high mountain chains: Pirin, Rila, the Rhodopes up to the
Sakar mountain, plains and valleys, accordingly.

During the epoch (1930-1985). The vertical movements’ velocities
in the southernmost part of the Rhodopes massif rcach up to +3.5 mm/year.
These risings begin eastward of the valley of the Mesta river where the
velocity is about +1.5 mm/ycar. The values in Pirin and Rila are also
positive, but smaller: about 2.1 mny/year for Rila and about +4.0 mm/ycar
for Pirin.

If we trace the isolines between the three mountains (the Rhodopes,
Rila, and Pirin), we shall notice that along the valley of the Mesta river there
is a clearly outlined fault band scparating the Pirin mountain from the
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Rhodopes, whose vertical movements arc independent on each other, If we
tracc the isolines between the Rila and the Rhodopes blocks, we shall
dentify a clearly outlined “saddle” which delimits the different movement
velocitics of both mountains. The typical thing here is that cach of them has
its “own lifc”, ie. an fndividual rising velocity.

Eastward of the Pazardzhik-Chirpan line, an isoline configuration is
formed which reveals a band of negative values. We point out to a feature
characteristic of the period 1930-1985, namely the generation of an oval
sinking with great velocity (-2.0 mum/year).

Northwards of the towns of Panagyurishic and Stara Zagora, during
the same period, two closed ovals are outlined, with positive rising values of
up to +1.0 mm/year (Fig. 2). In the south-cast direction, a slight rsing 1s
observed, comprising the territory of part of the Zagorsko depression and
the Sakar mountain, and having valucs of about +1.5 mm/year. Such a
depression is also observed southward of the town of Burgas.

Here, yet another fact deserves to be noted, namely that in the period
193(-1985, a clear and notable tendency for severing of the West and the
East Rhodopes. This saddle is observed on Bulgarian territory, in the regicn
of the village of Podkova as well as ai the town of Xanti in Northern Greece
(the White Sca region),

Southward of the Nova Zagora-Elhovo line, a “sinking” starts which,
n the immediate vicinity of the Burgas bay, reaches up tg —3.0 mm/year.

4. Conclusion,

This work is an attempt to bind the results from| the deciphering of
space images and photos of the Mocsian platform, Predbalkan, Stara
Planina, Srednogorie, and Rhodopces, on the one hand, with the quantiiative
materials obiained {rom geodetic measurements, on the other hand. In
paralle] with this, the whole known data from geologic, geomorphologic,
tectonic, geophysical, and geochemical data was used, as well as thematic
maps of various scale and scope. The idea was to conlirm or reject certain
results or to show that the relation between them is not always a simple one,
but various combinations or interpretations are possible. From our point of
view the following more important conclusions may be made:

1. The drawn neotectonic map of the central part of Bulgaria which
crosses different tectonic zones of Bulgarian territory, prepared on the bagis
of space images and photos, reflects the modern tectonic state-of-the-art ang
coincides fully or overlaps with the known neotectonic structures in the
Predbalkan, Stara Planina, Srednogorie, and Rhodopes. Only for the
Mocsian platform it cannot be ascertained that there is complete coincidence
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and that the deciphered neotectonic scheme coincides with the meso-
cainosoic platform wexmo.

2. The drawn maps of the vertical movements’ velocities do not
confirm all linear and ring structurcs obtained as a resuli of deciphering. For
the Moesian platform, the existcnee of the Lomska depression is confirmed
with respect to its area. Nowadays, it is slowly sinking with a maximal
velocity of -2,5 mm/year., ie the neogene depression continues  its
development,

3. Linear structures can be passive or active. Al fault lincar
structures -in South Bulgaria (Marishka, Zadbalkanska) display typical
modern activity, ie. they are seismogenious, and in the Moesian platform
such an effect is obscrved i the Vodoley-Draganovski scgment of the
South-Moesian fault.

4. The obtained map of the vertical movements’ velocities for North
Bulgaria rcveals the siow oscitlating pattern of its | geodynamics, which is
related mostly with its foundation and subcrust layers.
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U3CJHAEIBAHE HA HEOTEKTOHUKATA U
FEOAUHAMUKATA HA BBJICAPHASA

Xepnanu Cnupudonos, Huxonaii I eopeues
Pesrome

B nyGmmxaumsra ce wuscnenmsa CLBPCMEHHATA TCKTOHMKA H
TeORMHamitka Ha Bobarapus. Yroumssanero ma | ocHosmmre TEKTOHCKY
CAMHWIM, TAXHaTa pasHooOpasHa mbTpeinHa MOpP(oNOKKa 1 TekToncKy
M3PAINTCITHOCT, TPAHKULMTE MEXIY THX, 4 Taka ChIIO U CLBPEMEHHATA UM
FCOMUHAMUKR, CE& OCHUIECTBSBA IIPU CbYeTaBate Ha JIBa  HOJIXOAR;
U3NOA3BAHC W MPHROXKEHME HA  AUCTAHIMOHHA (aepoxocMunecka)
MEGOPMALIE M KOMIUTeKCHA HHTEPUPCTALMA Ha | AAHHY, DOJNYYeHd O
TEORE3NYNY,  reodhusmdniy, TEONOro-reoMoppoNoKKE  Habmronenus,
U3MEPBARWA U PA3IIMYHY MO MA@l KapTH, CHIMKHY I Ip. MATEPUATIH.

Hucranuuonnnsr (aepoxocMmueckusT) ROAXOH CE OCHOBRABA Ha
MIION3BAHETO HA AEPOKOCMUYECKH NAHHU PasHOO0pasHy no Maiab,
PA3ACNUTENHA CIOCODHOCT U CIEKTPANeH [IUAnazoH thororpadun, cxanepru
M3OOPAKENNS M MArHUTHM  JIEHTH. Ilpn HAJIMYHATa  8epOKOCMHMCCKA
00e3NeqEHOCT 1 IIPH NPHITOKEHHE Ha MAHMHAGTHO-HHANKALHOITHIA METO
Ha felMppupare ycmeimHo ce OKOHTYpRAT Hal-no0pe usspeHuTe 1o
PasMepyt ¥ MIOLL HEOTCKTOHCKH SNEHMI, A TaKa CHILO M paszpeisiure i
FIIABRH PA3OMHN HapyIueHus.

Bropust nmopxom e wnacmuccxu u 00XBallla TOCTHIKECHUNTA U
PE3YNTATATE  OT  BOAGHUTE  reouesUYHU VM3MEPBAHUA,  Te0a0in-
FEOMOPQONOKKY, TEKTOHCKMY, reOQU3MYHY, T'eOTepMUNMY, XUAPONOKKA
HanHy, Habmonenus u MyORUKYBAHU KapTH, cXemu w nuarpamMm. Tyx ce
MSHON3BAT KAKTO MATEPHATM HA DERHLA BENOMCTBA, yyeHu, nybnukanu,
TaKa ¥ COOCTBEHY H3CITENBARMA,
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SPATIAL AND TEMPORAL ANALYSIS OF THE LANDUSE
ON TWO TERRITORIES IN RAKOVSKI DISTRICT

Lugenia Roumenina

Space Research Institute-Bulgarian Academy of Sciences

Abstract

The paper is dedicated 10 landuse monitoring on the territory of Belosem und
Shishmantsi villages, Rakovski district. To dccomplish the set objectives and tasks, concepts
and methodologies fram Remote Sensing, GIS and landscape science are applied. The
foliowing tasks were set: development of GIS database, containing data of the landuse
dynamics, soil differences, geology and lopagraphy; monitoring of the landuse, using
mudtichannel images and the developed GIS database: composition of maps, presenting the
landuse structure and determination and analysis of the spatial landuse dynamics for 1995
vs. 1978

Linvironmental conditions and the prospects for their reclumation provide good
preconditions for agriculiural use of the land, Enforcement of the Law on Chwnership and
Use of Agricultural Land and Land Allocation 10 its Owsers or Their Heirs may result in o
change in landuse structure and environmental status. This called [for monitoring of the
territory, using the GIS database developed in this study,

Key words: remote sensing, GIS, landuse

An issuc of present interest for modern socicty is ensuring and
supporting a sustainable landuse, consistent with the environmental and
socio-cconomic characleristics of the respective regions,

This called for periodical assessment of the utilization and use of
territory in close relation with the processes of its transformation, applying
modern technologies for rapid acquisition of accurate spatial information.
The necessary data can be obtained by devclopment of regional and local
Geography Informalion Systems (GIS), which use multichannel images as
nformation input.

The main objective of the current study 1s monitoring of landuse on
the territory of Belosem and Shishmantsi villages. Here, the following tasks
have 1o be resolved: 1. Development of a GIS database (GIS-DB),
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containing information for landuse dynamics, soil differences, geology and
topography; 2. Monitoring of landuse, using multichanncl images and the
developed GIS-DB; 3. Composition of maps, presenting landusc structure;
and 4. Determination and analysis of spatial landuse dynamics for 1995 vs.
1978.

The object of the present research are different landuse types on the
territory of Belosem and Shishmantsi villages, Rakovski District. They are
situated in the North part of the Upper Thraccan Flat, north-cast of Plovdiy
town, They occupy area of 4,171.4 ha (Belosem) and 1,980.3 ha
(Shishmantst).

Materials and methods

To accomplish the set objectives and tasks, concepts and
methodologies from Remote Sensing (RS) [Velikov V., 1995], GIS
(Mitchell A., 1999] and landscape science [Petrov P, 1990; Popov A.,1989]
are applied. The development of the digital models is performed in Arc
View 3.2.a environment. The structural diagram of the study is presented in
Fig. 1. It shows the relationship between different Lypes of input data and
their processing and transformation into GIS-DB; the generation of new
thematic layers using the database and the thematic maps, composced usiag
the obtained results i,

The information sources used in the process of development of the
GIS-DB and the methods of composition of digital maps arc presented on
Table 1.
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Results and Comments

The analysis of the monitoring results and composed digital maps
provides to identify the following main trends in landyuse dynainics in
Shishmantsi and Belosem villages.

The landuse structure established on the terrttory of the two villages
is of agricultural type. The relative part of arable land (fields, permancnt
Crops, pastures and meadows), compared to the total arca of Shishmantsi is
80.7 % for 1978 1, displaying a slight trend for decreasc in 1995 - 78.6 %
(Fig 2). For the territory of Belosem this indicator rémains unchanged. (80,1
% for 1978 and 79.7 % for 1995). Sccond comes build-up area, which
shows some increase from 5.6 % (1978) 10 7.1% (1995) for Shishmantsi and
no change for Belosem with 8.7 % for hoth vears. Third ranks infrastructure,
which increases from 4.2 % (1978) to 4.8 % for {1995) for Shishmants and
from 4.7 % (1978) t0 5.3 % (1995) for Belosem. The other types of Janduse
for the territory of Shishmantsi arc forests and water catchments - 4,7 % and
3.5 % accordingly, which have experienced no change during the study
period,

For Belosem, the [orth place is occupied by water caichments with
3.4 %, followed by forests with 0.9 ¢ (1978) and (.3 % (1995). The area
occupied by industrial and mining waste and limestone-pits amounts to
[.3% of the territory of Shishmantsi and only 0.04 % of Belosem.

The most significant change is observed for the permanent crops
Category on the territory of Shishmantsi (Fig. 2)). In 1978, vineyards
occupied 73.4 ha and decreased 10 6.7 ha in 1995 (Table 2.). The industrial
zones increased their area from 0.6 % i 1978 o 2.1 % in 1995, The reason
1s building of a (Table 2.) steclworks in the foot of the limestone hills,
which are sitvated eastward of the village.

For the territory of Belosem (Fig. 3.), the greatest change is also
observed in the permanent crops catcgory. In 1978, the vineyards occupied
50.4 ha and in 1995 they were completely cleared off (Table 3.). The same
trend is observed for rice crops. In 1978 they occupied 31.9 % of the total
area and in 1995 they were grown no longer (Fig. 3., Table.3.),
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Fig. 1. Flowchart of the study
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Table 2. Area (ha) changes of land-cover catcgories for
Shishmantsi Villag
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1. Forests, 2. Unforested Area, 3. Ravine, 4, Pastures, 5. Vineyards, 6. Comn-ficids,
7. Rice fields, 8. Microreservoir, 9. Channels, 10. Highway, |11. Roads, 12. Dirt Roads,
13. Agricultural Buildings and Terrain, 14. Urban Area, 15. Plants, 16. Industry and
Mining Waist, 17. Limestone-pits

well as for Plovdiv region. The value of this indicator for Rakovski district is
0,5 ha per person for 1990 [M. Hieva at al, 1997].
The diagram for Shishmantsi, (Fig. 4) showing the relative portion
of soil types towards the total area of the ficlds, reveals that the most widely
distributed soils arc Calcixerollic Xerochrepts -1 322 % and Typic
Haploxcralfs - 21.5 %. They are suitablc for growing grain and fodder
crops, vineyards and orchards.
Second rank Fluventic Xerochrepis - 19.6 %. They are suitable for
vegetables, permanent crops and meadows. Pastures grow mainly on Entic
Haploxerolls. These soils feature with small depth, racky composition, and
great active carbonates content. They are of poor econpmic importance.
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Table 3. Arca changes of land-cover categorics (ha ){or BelosemVillag
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1. Forests, 2. Bogs and Marshlands, 3. Ravine, 4. Pastures, 5. Vineyards, 6. Corn-fields,

7. Rice-fields, 8. Water catchments, 9. Drain Channcls, 10, Chan!nﬁ

12. Highway, 13. Roads, 14. Dirt Roads, 15. Transport Tcrrailﬁ,

Is, 11. Railroad,
16, Agricultural

Buildings and Terrain, 17. Urhan Area, 18, Plants Terrain, 19. Industry and Mining

Terrain

|
Conclusions |

As a result ol anthropogenic activitics, nowadays the landuse
structure of the studied areas is highly disturbed and the anthropogenic

inflnence incrcases over time.

Rice and permanent crops cultivation cxhibit a ¢lear trend of area

decrease in 1995,
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Fig. 4. Relative portion of soil types towards the 'tot?l arca (%) of the ficlds,
1995 r. 1. Typic Xcrofluvents, 2. Fiuventic Xcrochrepls, ?ly Calcixerollic Xerochrepts,
4. Typic Haploxeralfs, 5. Entic Haploxerets, 6. Typic Haploxerets, 7. Entic Haploxerolls.

|

The high provision of the population with arable land and the lack of
working force will influence significantly plant-growing structure. It is
necessary to grow less labor-consuming culturcs with higher mechanization
potential,
The environmental conditions and the ‘opportunity for their
reclamation provide good preconditions for agricultural usc of the land.
Enforcement of the Law on Ownership and Use ofl Agricultural Land and
Land Allocation to its Owncrs or Their Heirs may lead to a change in the
landuse structure and cnvironmental status. This calls for monitoring of the

territory, using the GIS database developed in the prdlsent study.

The GIS database provides the opportunity for rapid extraction of
unbiascd thematic information from multichannel inﬁzlges for the purposc of
regular landuse monitoring of the studicd areas. |
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Agency of the Ministry of Agriculture and Forestry for the provided data.
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NNPOCTPAHCTBEH U BPEMEBH AHAJIN3 HA
3EMETIOJI3BAHETO
B JIBE OBJIACTHU HA PAVUOH "PAKOBCUKHU”

FEeseerus Pymenuna

Pesrome

CratusaTa € MocBeTeHa Ha MOHWTOPHHIA HaA 3EMEION3BAHETO Ha
TepuToprsTa Ha cenara benosem w Mlmnmaniy —~ obmuna Paxoscxu, pn
peaNnM3aluATa Ha DOCTABCHUTE 33424H ¥ LEH Ca H3MNON3BAHY KOHLEDILIHM U
METOLNKH OT AUCTaHIMOHHKTE u3cnenpauns, ITHC u nam*ma@*rosﬁaﬁﬁero.
Ilocrasenn ca 3a pemaBaHe CliefHuTe 3afaqu: cb3fasade nHa [HUC Oaza
RaHHM 33 [VHAMUKATa Ha 3€MENONI3BAHETO, IOYBCHUTS DAs/MUid,
TEONOTHATA U TONOTPahHaTa ¢ NOMOLITA Ha MHOTOKAHANHYN H300paKeHus i
Ch3fajieHaTa Daza MarHy,; ChCTABAHE HA KapTH, mo’épassm:amn CTpyKTYp&#Ta
lla 3eMCIION3BAHETO ¥ ONpefiefiiHe M aiald3 Ha |[POCTPAHCTBEHATA
JHHAMKKA HE 3eMenon3eaneTo 3a 1995 ronuna cpapresa ¢/ 1978 roauna.

Exonorudsure  yCHOBHS W BB3MOJKHOCTHTE 3a  TAXHOTO
BBH300HOBIBANE CH3MABAT HOOPU MPEANOCTABKM 3a H3NOJBRAHE HA 3EMATA 33
yenute na semenenucro. [Ipuiarasero Ha 3akoiia 3a) CODCTBEHOCTTa H
U3MOJ3BAHETO HE 3EMEEIICKATA 3¢Ms ¥ BPBUIAHETO HA 3eMsATA Ha HEHHUTC
CODCTBEHHUIIM H TeXHHTe HACHEAHHUM MOXEe fa ROBEE [O TpOMsHA B
CTPYKTYPaTa Ha 3eMEII0NI3BaHeTO M CKONOIM4HHA cTaTyc. Tosa mopaxna
HCoBX0OUMOCTTa 0T HabloAeHue nHa TepuTropusTa ¢ nomonTa Ha Bazata
JlaHHH, pazpaboTeH B UICTENBAHETO,
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LAST PLANT EXPERIMENTS IN THE ''SVET" SPACE
GREENHOUSE EQUIPMENT ONBOARD THE "MIR" ORBITAL
STATION

|
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|

Space Research Institute-Bulgarian Actdemy|of Sciences

Abstract

Unigue results from the plant growth research under|\microgravity were achieved
during the last experiments in the Bulgarian SVET Space Greenhouse (SG). It was
launched onboard the MIR Orbital Station (0S) in 1990 and \was the only equipment for
long lasting plant experiments in the world till the end of MIR 05, A totul of 680 days of
experiments with different plamt species were carried out on internationgl programs, In
1989-1999 two Russian crews conducied the most productive several-month experiments
with a new wheat variety. This more resistant variety cel{owed Sull life eycle plant
development and even producing second generation “space” A‘Fed.‘}. So, it was proved that
there were no obstacles to grow the crop that is most impor:qmr Jor the future Biological
Life Support Systems (BLSS) during long-lusting m:'.f.?i(m.s'i, The last O MIR crew
conducted experiments with different leafy vegerables in the SVET SG in 2000. Plant
samples were returned to Earth for analysis while the rest were eaten with pleasure by the
CoSmOnRauts to taste their flavour qualities. |

1. Introduction |

The rescarch on plant growth under mi¢rogravity is of great
importance since plants are a major clement of Biin]ogical Lite Support
Systems (BLSS) for future long-term space missions, Plants can supplement
the astronaut food and scrub the carbon dioxide in !c:abin air through their
metabolism, thus regenerating the atmosphere. Besiides, taking carc of a
garden in such extreme conditions has a significant psychological cffect on
the crew’s emotional status, rapidly enhancing the astronauts’ psycho-
physiological condition. |

The SVET Space Grecnhouse (SG), an autozi&mted [acility for plant
growth under microgravity, was designed in the Space Rescarch Institute,
Bulgarian Academy of Scicnces. It was tested and Iau!nched in space under a

joint project with the Institute of BioMedical Problems (IBMP), Moscow,
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within the Krystall module, docked to the MIR OS on June 10, 1990. Since
thosc times, SVET SG has been a regular cquipment 0nb0|dzd the MIR OS
(i1l its plunge into the Pacific and was used o dccommodau, a series of wtal
680 days plant space cxperiments on different scientific ptogrdms in 1990-
2000 (Table 1). Unigue scicntific results in the field of Space Biclogy were
obtained from these experiments.

Table 1. Main plant experiments carried out in the SVET SG
onboard the MIR OS
in 1990-2000.

No| Year Start-end | Day Plant variety Program
s

199G 16 Iin-8 Aug 54 | Radishes, Chincse Cabbhage INTERCOSMO
S

2 | 1995 10 Aug-9 Nov 90 | Wheat Super Dwarf | MIR-SHUTTLYE
3 [1996 5 Aug-6 Dec 123 | Wheat Super Dwarf MIR-NASA-3

4 |1996-97 | 6 Dec-17 Jan 42 | Wheat Super Dwarf MIR-NASA-3

3 | 1997 31 May-30 Sep | 115 | Mastard Brassica Rapa (3 veg.) | MIR-NASA-5

6 | 1998-99 | 18 Nov-26 Feb, | 100 | Wheat Apogee ' RUSSIAN

7 | 1599 9 Mar-17 Aug | 130 | Wheat Apogee (2™ generation)| | RUSSTAN

8 2000 21 May-15 Jun 27 | 4 lattice crops-genus Brassica | | RUSSIAN

Total time: 680

The first successful 2-month cxperiments with vegctable plants
(radishes and Chinese Cabbage) carried out in 1990 proved the elficiency of
Bulgarian hardware and technology [1,2]. In 1995, American scientists {rom
the Utah State University (USU}, USA and NASA/Ames Rescarch Center
designed the American Gas-Exchange Measurement System (GEMS) {3]. It
was added to the SVET SG basic Bulgarian cquipmcnh to record maore
environmental factors to which plants arc exposed. Three month wheat
(Super Dwarf variety) plant cxperiments were carricd out in the SVET-
GEMS cquipment. The physxologlcai and chemical andlyscs showed that the
space plants, grown in these two cxperiments, though lookmg healthy, had
been exposed to significant moisture and nutrient stress [4} This made us
direct our elforts to equipment optimization in order to provide more
adequate cnvironment for the plants - light ntensity and spectrum  and
substrate {soil) moistening.

A set of the SVET-2 SG equipment {(a grccnﬁmuac of a new
generation) with considerably improved technical characteristics was
designed by Bulgarian scientists on NASA’s order and lqunched on board
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the MIR OS in carly 1996. A succession of plant experiments on the
“Greenhouse” Project were planned by the USU and IMBP and carricd out
in the SVET-2 SG equipment on the MIR-NASA bﬁogra:m i 1996-97 {5].
The specific goals of these cxperiments werc to| grow plants through a
complete life cycle in space “from seed to seed”. Healthy plants of Supes-
dwarf wheat were grown through & complete: life cycle during the
“Greenhouse 2b” experiments conducted on MIR-NASA-3 program from
August 1996 to January 1997 by the U.S. astronauty Shannon Lucid and
John Blaha. Unfortunately, in these experiments | wheat sceds were not
produced in space. All 297 heads harvested on December 6, 1996 were
sterile - not a single seed was detected. It was found that the ethylene gas in
the cabin atmosphere of MIR OS had caused the sterility of the heads.

Another plant species - mustard plants (Brassica Rapa) with a very
short life cycle were used in the next "Greenhouse 3" experiments. They
were planned by the Louisiana State University, USU and IBMP and
conducted by the astronaut Michacl Foale on the MIR OS in 1997 under the
MIR-NASA-5 program [6]. For the first time, a ful%l plant life cycle “from
seed to seed” was completed and sceds produced in space were planted,
germinated and developed. A total of three successive gencrations of
Brassica Rapa plants were grown and harvested, |

Notwithstanding the indisputable success of ‘these experiments - a
complete life cycle “from sced to seed” achicved under microgravity - the
problem of producing wheat seeds in space was still left open. Scicntists
dirccted their attention to wheat planis again as more important for the
future BLSS and crew food during long-term space missions.

Experiments "Greenhouse 4 and 5" were performed on the MIR OS
under the Russian national space research pr()gra'm|in 1998-99. The main
purpos of thesc cxperiments was to continuc }Ile studies of wheat
reproductive function in microgravity and to grow crops of sevcral wheat
generations. The last experiment "Greenhouse 6" with leafy crops was
carricd out by the crew of the last MIR OS in 2000. i
2. Results from the Last SVET-2 SG Experiments on the MIR OS

The plant experiments in the SVET-2 SG were continued in 1998-99
with another wheat varicty Apogee. This variety was| designed by scientists
from the USU under the direction of Prof B, Bagbee espccially for
greenhouses and has the ability to form secds in the conditions of high
cthylene concentrations. The Apogee wheat reaches aiferage height, which is
important for the conditions of a space flight. The “Greenhouse 4” wheat
plant experiment was carried out between Novemhqi:r 1998 and February

110 ‘
|




1999 by the 26™ Russian crew. On November 18, 1998, the space “farmers”
Genadiy Padalka and Sergey Avdeev planted 50 wheat Stf‘,t‘JdS, but only & of
them germinated due to insulfictent initial subsiraic moistening. New seeds
werc sown again on November 30. In the beginning of Dccember, they
started to germinate and grew good sprouts. Later, about January 27, plants
started to form heads, which seemed full with seeds. The scientists were
excited. For the first time wheal sceds appearcd to be obtained in space. The
crew conlirmed this at the time of video observations on February 2 (Fig.1).

Fig. 1. A photograph of the Apogee wheat
plants grown during the "Greenhouse 4"
experiment in the SVET-2 5G on the MIR
Orbital Station taken in Pebruary 1999,

All 12 plants with 29 ears had secds |7]. On Febr uary 26, the life
cycle was completed and the plants were harvested. All 29 ears were put in
a bag and sent to Earth. On Earth, cach car with the sécd was packed
scparately and sent for detailed analysis. A total of 508 space-produced
seeds were counted although the investigators anticipated | getling no more
than 100. The preliminary report said that the “space” seeds had similar
structures to "earth” sceds and that they looked viable. Only 10 seeds were
kept onboard lor further sawing in order to produce second | gencration Space
seeds. 45 of the sceds that slipped out of the cars werc packed and put aside
10 be planted on Earth., Fresh sceds usually require a lnn.L rest period (of
several months) before planting. The scientists used another way in order to
save time. On April 1, they soaked these 45 secds for a|day. 40 of them
germinated and were put into a freezer. On April 5, the seeds werc taken out
and, on the next day, all 40 seeds were planted and further sprouted.

The same procedure was applied onboard the MIR OS. On March 3,
1999, the next “Greenhonse 5 wheat plant experiment was started by the
27™ Russian space crew. The cosmonauts soaked 40 seeds (10 space-
produced and 30 carth-produced). All the sceds germinated and, on the next
day, they were put into a freezer for several days. On March 9, the seeds
were planted in the SVET-2 SG. Unfortunately, at this L1m? the temperature
in the MIR OS was about 29°C while the wheat plants 1equlred an optimal
soil temperaturc of 12-17°C. For that rcason, only two DLIT of the ten space
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seeds sprouted. Further, onc of them died and the only remaining wheat
plant developed and produced sceds. Nevertheless, this was a unique result.
For the first time second-gencration space SC(.?dS were produced in
microgravity. In April, the new “space” sceds were returned to the MIR OS.
They endured the landing and launch loading well and were planted in the
vacant places in order to use the sowing area more effcctively, The
experimeis were completed on June 7, 1999, but the plants were not
harvested because of the risk of rotting. The equipment continued operating
till August 17, when the plant samples were collected and returned to Earth
for further detailed analysis. All the 5 second-generation space secds were
planted on Earth, germinated and produced hea]lghy green plants.  The
experiments gave [urther cvidence that wheat growth and development in
microgravity follow the same pattern as on Earth, Téhe period of vegetation
as a whole was not extended. Neither were the individual phascs of wheat
development. Experiments "Greenhouse 4 and 5" yielded a total of more
than 1000 "space" sceds and second-generation "spzué:e" seeds were obtained

in the "Greenhouse 5" experiment. Table 2 prescnts Qata for the comparative
analysis of two space generations wheat plants [8].0n the whole, the only
second-gencration space plant was not morphologically different from the

first-generation ones and the ground experimental sm}'fiplcs {control).

Table 2. Characteristics of Apogee wheat in experiments
"Greenhouse 4 and 5" |
|
Parameter Flight Flight experiment | | Control Control
experiment "Greenhouse 5" without with
"Greenhous I I ethylene ethylene
e4" generatio | generatio 1.1 mg/m’
11 n
Period of the full 70-82 83-90 83-90 80-83 75-80
cycie of vegetation,
dayx
Dry mass of one 3.64 2.29 1.21 3.05+0.86 | 1.70+0.28
lant, g |
Number of shoots 24 2.1 20 | 2.8+04 3,010
with heads per plant '
Plant height, em 35.343.1 33.945.9 27.0 44 8+2.8 277411
Stem length, cm 26.242.0 | 27.143.1 22.0 36.243.1 18.9+4.2
Number of seeds per 42.3 20.7 5 68.3 13.2
lant
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This experiment was a great scientific success. A plant with a long
lifc cycle was grown “from seced to seed” in space. Morcover, this was a

wheat plant - a plant of great agricultural importance. Bef
the “Greenhouse 4 and 57 cxperiments were received the r
microgravity on plant development was debatable. Now bi
conclusion that retarding of plant devclopment in space is
by the lack of gravitational force, but also by the conditi
closed space where there arc many environmental p
concentration, though admissible for man, is harmful to pla

The MIR OS was renewed after it had been empty
the next “Greenhouse 67 plant experiment was carried out
under the Russian national space program. Sceds of 4 dif
tattice crops - genus Brassica were planted in the SVET-2 §
the 28" space crew (cosmonauts Sergey Zalyotin and A
which grew normal biomass (Fig, 2).

The planis were chosen for their short vegetatic
mature in 2-4 wecks after sowing). The experiment was ¢

ore the results of
ctarding effect of

logists drew the
caused not only

ons existing in a

ollutants whosc
1ts.

for 223 days and

in the year 2000
ferent species of

G on May 21 by
lexander Kalery)

n cycle (leaves
mpleted on June

15. A sample of cach plant was brought back to Earth, while the cosmonauts

tested the rest.

In the 2000 cxperiment, four leafy vegetables we
days, including Chinese cabbage (Brassica rapa var. pek
(B. rapa var. nipposinica), broceoli (B. rapa var. utilis),
Juncea). The growth and development characteristics of
plants did not differ from their ground analogues. The con
the Chinese cabbage crop dry mass grown in the 1990
experiments demonsirated that productivity in the latter w%aﬁ

Fig. 2. A vicw on the green plants (4 lattice crops) grown
in June 2000.

re raiscd for 26
inensis), Mizuna
and mustard (B,
the space-grown
iparison between
and 2000 spacc
5 times higher,

|
Fn the SVET-2 SG
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In the 2000 experiment, cosmonauts tested the flavour qualities of the
reccived leaf vegetables and concluded that any of the four varieties would
be a significant enhancement to their diet, and a \:mrthy crop for a space
production greenhouse, as they gave preference to E\/lﬁzuna and mustard,

3. Major scientific results |
More than 400 experiments were conducted on the MIR OS during
its 14 years in orbit. And the "Greenhouse" experiments are considered to
rank among the most important and successful ones. |
The scientific results obtained during the SVET and SVET-2 SG
experiments answercd a number of questions concerning plant growth under
microgravity [9]:
 Light completely replaces the gravity vector and plants turn towards the
light as they sprout. The plants which are in the middle of the sowing
area turn upwards while the others turn aside because of the reflecting
surface (mailar) put on the walls within the Ci]&ln!)ﬁ[’.

e Seeds must be orientated before sawing because if the root begins to
grow towards the light, the plant will die. |

¢ The roots fill up the entire substrate volume and‘thcy are oricntlated not
to the gravity vector but to the areas with more nutrients and moisture.

» The nutricnts flow away towards the tuber and| this is not because of
gravity but due to the capillary osmose (in 1990, tadishes were grown),

¢ The space plants take the same lime to ﬂoweri and produce sceds in
microgravity as they do under normal gravity conditions,

The results obtained during the biological flight experiments are
fundamental. Reiteration of the “secd-to-seed” cyc]_c! was dchieved and the
environmental variables in a human space habitat'(MI’R 0OS) having an
impact on plant growth and development under microgravity were
determined.

The main result from the series of experiments in the SVET and
SVET-2 SG on the MIR OS is that therc is no “show-stopper" for plant
growth in microgravity. The research conducted in this facility brought the
scientists nearer to the possibility to grow plants for food in space. They
proved the feasibility of BLSS development if appropriate equipment was
designed,

The successful Brassica Rapa and Appogee wheat experiments
showed that the lack of gravity is not an obstacle for normal plant
development in space. The impact of INICrogravity as a stress operator on
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the sccond and third generation space-produced seeds in case of normal
plant size and yields is possible to be found on a cellular level.

The vegetable plants grown onboard the MIR| OS during the
"Greenhouse 1" (1990) and "Greenhousc 6" (2000) experiments are of
another important plant group that deserves special | attention. Both
experimenis were conducicd under severe water stress no matter that it was
caused by dilferent reasons. A few months belore the MIR OS plunge mito
the Pacific (in March 2001), the crew tasted the green qalads grown in the
SVET SG for the first time,

4. Prospccts for the ISS

The new International Space Station (ISS) will provide a perfect
opportunity for conducting full life cycle plant experiments in microgravity,
including measurement of more vital plant parameters duri.rlig the nexi 15-20
years. Now, many countries (Russia, USA, Italy, Japan, etc.) arc desighing
plant growth facilities for scientific research based on the SVET S$G
operational principles, scheduled for the ISS.

The designed biotechnological and technical uqlﬂipment and the
conduction of so many successful experiments make Bullaarlan scientists
preferred partners for future international coliaboration tn design facilitics
for plant microgravity rcsearch on the ISS. The um:vor@allty of the
equipment allows different international teams of biol(_:gists 1o use it tor
experiments planned on their own programs, There are different proposals
for joint projects, but the most perspective is the Brazilian gne.

In October, 1999, a Memorandum of Understan
between the SRI and BRAZSAT (Brazilian Company in
rescarch and commercial space services). According to i,

ding was signed
the arca of space
‘both parties will

work together on the development of Equipment for Agricultural Research

i Microgravity (EPAM) using Bulgarian space greenh

Two governmental institutions were involved in the Proje

JUSC CXperience.
ct: the Brazilian

Space Rescarch Institute (INPE) and the Brazilian Agricultural Research
Company (EMBRAPA). In 2000, a Feasibility Study (301:1tr_act was signed
and now we arc wailing for financial support for the next stages of the

Project’s development.

A new Concept for a new Space Greenhouse, based
experience and "know-how"
differential plant chamber air paramcters and somc pla
parameters will be measured and processed on-hine. Using
photosynthesis measurement data the controller will evalua

on the Bulgarian

is being developed [10]. |The absolute and

it physiological
transpiration and
e the plant status

and perform adaplive environmental control in order to provide most
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tavorable conditions for plant growth at every stage of plant development in
autonomous mode during plant microgravity experiments.

The Bulgarian and Brazilian Governments SLEI[)[)OI‘E the negotiations -
a bilateral agreement was signed in 2000 during the visit of the Bulgarian
Foreign Minister in Brazil. The EPAM launch into space is scheduled for
2003-04 and will be probably connected with the flight of the first Brazilian
astronaut. The aim of the cxperiments will be to Lcsli the effectiveness of the
methods for fighting plant diseases and to grow |more productive plant
species in the conditions of microgravity. EPAM will be mounted in the 1SS
Brazilian allocation and will be accommodated in a double middeck locker
in the upper half of the NASA developed EXPRESS Rack.
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IMOCIHENHHA EKCIHEPUMEHTH C PACTEE;.HSI B
KOCMHUYECKATA OPAHMKEPHA "CBET"' HA bOPJA HA
OPBUTAJIHA CTAHLUSA "MHUP”

Tansn Heanosa, Ceemnana Canynosa, [lnamen Kocmos, Hean Jfanoonos

Pesrome

VHUKAJHY pe3yiTaTé B U3CAEBAHUATA, CBBP3AHY € PASBUTHETO Ha
pacTeHusTa B YCJIOBHA Ha OE3TErAOBHOCT, ¢a NOCTUTHATH YO BPEME Ha
NOCHCHHUTE ekcliepuMeHTH B Onirapckara Kocmuyecka dpaﬁmepm{ (KO)
CBET. Tx e u3cTpensina Ha Gopaa Ha OpOutanna craHuys (OC) MMUP npes
1990 r. u Gewre enuucTBEHATA anapaTypa 3a nmrocpoqnn M3CNEOBAHHS C
PACTEHHS B CBETA OO Kpast Ha ChIecTByBaHeTo Ha OC VH/IP B mex ca
nposencHy o610 680 OHY EKCTIEPUMEHTH ¢ Pa3JIMYHY BHUJIOBE DaCTCHHS IO
MEXIYHAPOHHM nporpamu. B nepuopa 1998-1999 r. ABaTa, PyCKH exmnaxa
na OC MMHP oceuecTBMXa Hal-pe3ynTaTHHUTE HAKOJNKO-MECETHM
eKCIIepHMEHTH ¢ HOB COpT MuueHHUa. To3u Ho—y(:"mntmlﬁ COPT TIO3BOJIH
OCBILIECTBABAHETO HA NbJIEH LMKLJ Ha Pa3BUTHE Ha PaCTEHUsATa M JOpH
MOAY4YaBAHETO HA  BTOPO MOKONEHMe “xocMudeckn” cemena. Taka Oe
OOKa3aHo, d9e¢ HiAMA [Opeykd na Oppe OTTekAaHa B YCIOBHE Ha
De3TerMOBHOCT ¥ Hal-BakHaTA Kynrypa 3a 6MOHOFH‘{HP|ITC CUCTEMHU 32
OCUTYPSIB&HE HA KMBOTA HA KOCMOHABTHTE TpY ObACIUUTE M ABIrOTPaRHM
nojetu. Ilocnennusar exunax wa OC MMP nposene éxcnepumemn c
pasznkuuM pyuacse canatedu kyatypu 8 KO CBET mnpes 2000 r. O6paznm ot
pactenustra Bsxa BbpHATH HA 3emsaTa 32 MICHEABAHMS, & ocrananuTe Gaxa
H3sIEeHU ¢ YAOBOJCTBHE OT KOCMOHABTUTE 3a [ia Ce TECTBAT BKYCOBUTE HM
KayecTra.
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Abstract
The paper is devoted to an automated seismo
coordinates with bomb casting, The basic problems are formula
resolution are discussed Unigue method and equipment for it
coordinates of bomb- or butlet-hit targel are proposed. A br
made, buased on which the optimal block diagram
proposed method is synthesized,
|

1. Problem |
The enhanced reguircments for intensi
improvement of [ight training in aviation Fequire 1o

logical System determining the target
8 g 8

ted and the options for their
omatic determination of the
ief optimization analysis is

of the equipment implementing the

fication
have obje

and guality
ctive data for

the crows’ results with firing at ground-based targets. Such data can be

provided by high-performance methods and instrui
control of bomb casting and firing at ground-be
express analysis, and result assessment.

2. Problem resolving options
The problem for automatic express identif
shell-hit target can be resolved using various meth

mentation for objective

sed targets, automatic

cation of a bomb- or
ods: seismic, acoustic,

location, infrarcd etc. [3,13,14]. Al of them feature some advaniages and

shortcomings, but some of them might be mplement

ed effectively at a later

time, when the new type of components necded for it

The idea for using a scismological system
targets with various types of firing is boosted by its
performance, and cost effectiveness. Such syste
automatically the position of carthquake epicentres.
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. . | )
and units for construction of such systems arc already available, as well as

the related sofiware [7].

In [4], the optional methods [or identification

cpicentres are discussed, using directly the recorded times o
seismic waves. The most popular of them are the Succ
Mcthod [8] and the Hyperbole Method [1,6].

Since the task lies in determination of fire-hit with |

we can assume the source of seismic waves as being locate

surface, accounting only for the propagation of volumin

of carthguake
tthc first arrived
| ssive Iterations
olygon fighting,
d on the ground
ous longitudinal

waves, This allows to consider the problem in plane coordinate system.

3. Proposed method

In [4], a copyright-protected [5] method and an
proposed, providing to identify automatically the cpice
carthquakes, explosions, bomb- or shell-hits cte., for cpicen
is negligibly small comparcd to the epicentre’s distance. He

cquipment  arc
ire position of
Lres whosc depth
;l'C, i1, 1o, t3, .. 0y

are the recorded times of the first seismic waves arrived at recording sites

Py, Py, Py Py,

In Fig.1, a planc coordinate systern XOY 1s sl

1wown, with ong

exemplary arbitrary position of three recording stations, /i, P2 u F3, with

their respective coordinaics, aihy, asby and asb;, and the

bomb or shell’s hit-position) with unknown coordinates

arriving times of the first scismic waves, generated by the
hitting epicentre £ at time {, are 4, U f3 at the three
accordingly.

For basic geometric considerations, a system of 3/e
written, where v stands for seismic waves’ propagation vel

epicentre £ (the
, X and yv. The
bomb or shell’s
recording siies,

quations may be
ocity throughout

the earth’s surface. Obviously, this velocity can be assumed constant within
the firing-ground, where the surface ground layer i1s actually homogenous:

(1) (x—a) + (= b)Y = v — 1)
(x — a)’+ (y— b =v¥{ta - 1)

(x—a)* + (y - by)? = v {(t; — 1)
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Should the recording stations be positioned: oq!e on the y axis (a; = (),

the other — in the origin of the coordinate system (4 = 0, by = 0), and the
third - on the x axis (bs =0), then, the sysicm o;f equations (1) can be
simplified:

2) X+ (y = ) =31 — t)?
XZ + y2 = VZ(I-Z — to)z

(x —a3)® ~bs? = V(1 - )

Stace the distance from the cpicentre to the recording stations is
relatively small, a higher resolution is required for recording the times of the
first arrived seismic waves, as well as for the System’s overall speed of
operation.

In Fig. 2, the position of the eight stations, Py,|Py, Ps ... P, along the
tiring ground’s periphery and the central station CP are shown.
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4. Optimization analysis

A simple assessment reveals that, with assumed average velocity of
seismic waves propagation of 3 km/s and acquired accuracy of hit target
coordinates of the order of 10 m, the resolution at the timc! of rccording the
arrival of the first waves is of the order of 0,003 s. Though such time
rccording accuracy i1s no problem for modern chronometric systems, the
possible diffcrences  in seismic  waves ;;:vmpagatin:nI velocily  and
instrumentation errors in threshold blocks’ activation at the recording
stations might result in incorrect determination of the hii,!’s position. This
can be eliminated by software means and by incz'easin_;gIthe number and
optimizing the position of the recording stations [ 12], The increased number
of recording stations produccs an overdetermined system of eguations, thus
eliminating the influence of local minimums with the minimization
procedure and increasing significantly the accuracy in determining the
unknown coordinates. Here, overdetermination of the | sysiem can be
achieved by about 8 registration stations.

A major problem here is the choice of scismoref.;:elivers. Depending
on operation conditions, the problem can be solved using seismoreceivers
with magnetoelectric transducer, capacity transducer, |or picsoclectric
transducer {4]. The analysis criteria arc sensitivity, frequency bandwidth,
damping, and calibration options, Magnetoelectric transducers feature
highest sensitivity and best damping potential, but they are rclatively large-
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sized, require adjustiment at the time of asscmbly a:md currenl maintenance,
and are relatively expensive. Here, high sensitivity lm not decisive. The most
important criteria are sameness of amplitude-frequency characteristics,
maximal increment velocily of the elcetric signa]i at the sensor’s output,
maximal high-frequency bandwidth, and own resonance frequency outside
the frequency band of the processed seismorecciver electric signals.

Accounting for the above, and minding besides the cost and
operation conditions (temaperature and moisturc! in the first place), a
seismorcceiver with piesoclectric transducer is suggested.

Since the sensors are positioned at some depth under the earth’s
surface, the disturbing influences should be climinated, such as acoustic
waves, generated by various sources, the bomb-casting airplane including,
The influence of climatic factors (temperature, winld, moisture ¢tc,} is also
reduced.

The manver of discriminating (comparing) the arrival times of the
first seismic waves at each sensor is essential. Tho available options are two
— discrimination at each station or discrimination at| the central station., The
first option requires taking measures to preserve the front of the clectric
pulse, which in its turn nccessitates coordinationiand using cables with
precise wave resistance. The second oplion means transmitting the amplificd
actual analogue signal from the seismorcceivers ailong a shielded audio-
nstrumentation cable to the central station, whereas comparing takes place
at the input of a dedicated analogue interface moduile, where data from all
sensors is collecied. Upon comparing, by the lag times of pulse fronts, time
mtervals are transformed into lag-equivalent digiﬁs, which are supplied
through a standard interface to the computer inputs. In the dedicated
interface module, the electric signals from the sensors arc received, filtered,
amplified, and discriminated. The first seismic wave front, propagating in
the firing ground's surface layer, activates the SCNSOTS in a succession,
depending on their distance from the hit point. As illustrated in Fig.3, the
seismic wave arrives with time lags of +Af, +Ar, CtF" accordingly), which
are function of propagation velocity and the relevant distance Si. Equal time
lags may be obscrved with several sensors positioned at equal distances
away from the hit point (as with the casc in Fig.2), as well as with pairs of
sensors etc. Thus, for instance, with 8 seismosensors, the system measures 7
relative time lags with respect to the first activated, which is assumed to be
0.
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In the dedicated interface module, the electric signals from the
sensors are received, filtered, amplified, and discriminated. The first seismic
wave front, propagating in the firing ground’s surface layer, activates the
sensors in a succession, depending on their distance from the hit point. As
illustrated in Fig. 3, the seismic wave arrives with time lags of +A#, +Ah
etc., accordmngly), which are function of propagation velocity and the
relevant distance S;, Equal time lags may be observed with several sensors
positioned at equal distances away from the hit point (as with the case in
Fig.2), as well as with pairs of sensors etc. Thus, for instance, with 8
sesmosensors, the system measures 7 relative time lags 'with respect to the
first activated, which is assumed to be “0".

PF f":;j FP e o
1 / 2 e e ™ e |

74 T
N S
Pee /N

PPy

Fig. 3

123



The cptions for transmitting an electric signal from the peripheral

stations arc also two: along a wireless (radiochann%:l
Undoubtedly, the lags over a radiochannel will be

size, and their compensation will be more difficult.

) or along a cable link.
greater and of various
Thus, a maximal cable

length difference AL = 1200 m between the closest and the farthest station,

JL,ST

140
0,81
0.6

04l

0.6
Fig. 4

a2 04

will produce a time difference in passing this AL of the

r . |
within the microsecond range. Cables should be ac

for or harmonized, accounting for the time lags of
stations.

With an assumed maximal diffcrence of Ay -
seismic waves’ propagation velocities within the firii
of the order of 0,5 km, time error will be of the ord
respect to overall time, this amounts to about § %. T
for three different velocities v is shown in Fig. 4.

5. Technical implementation
In Fig. 5, the overall block diagram of
synthesized based on optimization analysis. The maj

S, km

order of 3.10 s, i.e.

cordingly compensated

the various peripheral

=+ (J,1 km/s in surface

g ground, for distances
er of At = 0,03 5. With
he relationship ¢ = £(.5)

the SDS-2 is shown,
o1 considerations in its

synthesizing were that in IBM PC, the internal time
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dircetly because they feature but a short-time accuracy and time resolution,
Their appearance, irrespective of the operation system, varies from a couple
of to dozens of milliseconds. To provide for accurate measurement of the
times At; with sufficient resolution, another accurate supporting gencrator is
nceded, with sufficiently high frequency. For the purpose, some supporting
frequencies of the bus of the IBM PC may be also used. Under a rclatively
simple work algorithm (used in frequency-meters), the time intervals At are
filled by the frequency f,, whereas the number of these pulses may be
processed by the computer, using adequate sofiwarc under the algorithm
alrcady proposed. For such purposes INTEL and some other producers
proposc the integrated circuit 8254 (3 timers), which can process time
intervals; it is a part of the hardware set and it is compatible with the office
signals of all IBM PCs.

The structure and work algorithm of the SDS-2 according to the
proposcd structural diagram is as follows:

1. Filtration and amplification of the sensor-supplicd signal lor
correct discrimination. This takes place in blocks HPE (very-high-frequency
filter), ¥ (amplifier), and LPF (low-frequency filter). HPF is included to
eliminate the possible direct-current level (which bears no data) originating
from the sensors” amplifiers, HPF climinates the noises outside the sensors’
useful frequency bandwidth and is conjugated with them.

2. Because of the fact that the initial phase of the analoguc signals
supplied by the sensors is unclear, the provided comparers (K) are of the
window type, with symmetrical comparing threshold with respect to the
zero line, comparing above the noisc level of the nput signals. A great
variety of such integraied elements is available,

3. An essential element in the operation of such a systcm is the
comparing threshold. Depending on its level, false activation is possible
with low threshold and missed activation - with high threshold. One
possible solution is the floating activation threshold, which adapts 1self to
the input signal. For the purposce, the circuit is supplied with detectors of the
mean and peak value of the signals obtained at the output of LPF; these
detectors control the activation threshold of comparer5| Ki. The adequate
control of the activation threshold makes the system adaptable to the input

signals, prevents falsc activation, and may enhance mcasuircments accuracy.
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4. The uscful information is contained in the forefront of the first

pulse at the output of comparers K; for each individual channel. To simplify
the operation of the next logic £, the pulse sequence should be transformed
into one, wider puise, preserving the forefront. This is carried out i blocks

My, which are, in fact, monovibrators.
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5. To climinate the error resulting from the different cable length
from the sensors to the module’s input, blocks My are introduced,
compensating for the different time lags of the signals along the cables.

6. The pulses obtained at the outputs of My (in particular, theit
torefront) contain the whole data nceded for accurate calculation of the hit
coordinates. By the control logic 7, the forefront of the first arrived pulse
activates counting at all timers T, whereas the arrival of the forefront of
cach subsequent pulse at whichever channel stops the counting at this
channel’s timer. Each timer counts one number, whereag in the timer having
started the counting this number is 0.

7. The digital data containing the channel’s number and the result of
counting is sufficient 1o calculate the hit coordinates. It is only this data that
is transmitted by buffers (B) to the bus of the PC.

Another version is also possible, where the whole above-described
module is part of a PC-independent microprocessor system. In it, the whole
data, instead of being fed to the bus of the PC, is fed to the bus of the
MICrOProcessor systeni, consisting of microprocessor (UP), ROM, RAM and
communication interface, say RS232, paralicl port or USB. This option
requires additional power-supply, a box, and own software,

On the structural diagram, both options are shown. In the first
option, the module is positioned in the PC sliot, provided with adequate
software, while in the second option the microprocessor system
communicates with the PC through standard interface.

A hit-matrix may be created, containing the relative actual time
differences for cach sensor and corresponding to cach point of the firing-
ground, Discretization depends on the needed recording accuracy of the hit.
Herc, no cable compensation or coordination is necded. The matrix also
accounts for and eliminates the errors resulting [rom possible differences in
the seismic waves’ propagation velocities at different points of the tiring
ground.Knowing these different velocities at different points of the firing
ground, the following algorithm may be adopted. After the initial
identification of the hit position, the computer recalculates the coordinates,
this time correcting velocity, and accordingly, the time for the scismic
wave’s arrival from the hit target to each PP. |

The synthesized block diagram of the radioelectronic section of the
COK-2, jointly with the determined basic technical-operation parameters,
provides grounds for the system’s technical design. Experiments in the field
will verify the operability, accuracy, and applicability of the proposed
Sysicm.
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ONTUMUBUPAHA CHCTEMA 3A ONPEIEJISTHE HA
KOOPTUHHATUTE IPA TOYHA CTPEJIGA IO HASEMHM HEJHA

Lapo Mapoupocsin, Foiimo Boives, Boiixo Panzesnos 1. Comupos

Pezrone

B crarusta ¢ onwucana ABTOMATH3MPaHa CCH3MOMOTHYHA CUCTCMA 33
OTIPCACIAHC HA KOODZHMHATHTC Ha LCMHTE TIPH GomGoMsraHe. Dopmynupann ca
OCHOBHUTE HPOONCMM M Ca DasIICAAHU BhaMOKHOCTHTE 33 TAKHOTO PCILABAHC,
[pepnoxenn ca opuruHanes Mertox u AnspaTypa 3a aBTOMATHYHO OTIPEACHSHE Ha
KOOPAMHATATC NMPH GOMOOMSTAHE W XBBPRIHC HA CHapsiu. Hampapcw ¢ xparsk
ONTHMH3ALIMOHEH aHAMUS, BE3 OCHOBR Ha KGIrTo & cunreznﬁ'vaua ontuManHaTa 6ok
CXOMA Ha arapatTypaTa, peanusupalia IpeanOKCHMS METOST,
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MAN AS AN OBJECT OF GEOCHEMICAL AND GEOPHYSICAL
INFLUENCES

Irina Stoilova
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Abstract

There ure an increasing number of papers in the last years thar evidence of a
correlation between geochemical and geophysical factors and human health parameters
and human behaviour. The basic factors that could affect human health and behaviour
are: the geochemical composition of the geographical environment; the tectonic
processes; the geomagnetic field variations (GMV), the climatic changes and the changes
of the solar activity as well as the fact that all of them could irgﬂuence mutually each
other. The subject of this paper is the theoretical basis of the geochemical and
geophysical influences on human health. The biological mechanisms according to which
the geomagnetic field influences the psychological and behavioural reactions of people
are not highlighted or identified yer. We present some of the existing suggestions and
theories trying 1o explain these mechanisms, The studies performed in this area and the
obtained results will be very useful in developing measures to protect man from the
harmful influence of geochemical and geophysical factors. |

Introduction

There are an increasing number of papers in the last years that evidence
of a correlation between gecochemical and geophysical factors and human
health parameters and human behaviour, The data confirming the existence
of this correlation become much more convincing. The ratio between the two
groups of investigations: those confirming the correlation to those that do
not prove it is approximately 4:1. “The effect of | geochemical and
geophysical factors on human behavior is not an artifact or an occasional
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event, but 1t is usually so complex that it could ibc casily omitted in the
process of limited obscrvations during the performed investigations” [1].

The basic factors that could affect human health and behaviour are: the
geochemical composition of the geographical environment; the tectonic
processes; the geomagnetic ficld variations (GMV),I[hc climatic changes and
the changes of the solar activity as well as the fact that all of them could
mfluence mutually each other. |

Geochemical Influences

The influcnce of the geochemical components on human health and
behaviour is determined by the geochemical composition of the soil and the
waters of a certain area; it is in direct relationship with the quantity of rock
formations present in the same area. A number of geochemical compenents
with regional variations arc integral ingredients of blood, DNA and DRNA as
well as of most of the human constitution enzymes [2]. There are a number
of wel-known cases demonstrating a close relationship betwecn the
geochemical composition in given geographical arcas and human hcalth as
well as other cases known only to the specialists. Bln in all these cascs, the
existence of such a relationship is considered to be categorically proven. For
example, there is a well-known relationship betwce:n the iodine content in
human food diet and the development of endemic goitre which is a result of
1dine deficiency, |

The change of the copper (Cu) content in | human constitution js
considered as a consequence of the decrease of its quantity in soil. A
disturbed copper metabolism in human cons{itu%l'ion could cause the
appearance of the Wilson disease (hepato-lenticular Lfic-ge-neration) as wecll as
the symptoms of the Alzhcimer's disease and old people dementia [4],
Copper is part of the content of some enzymes that are related with the
Central Neural System (CNS) cell activity (dopamin'e, moncamine oxidase,
cytochrome oxidase, eic.).

The high molybdenum (Mo) content of underground rocks in some
Norwegian areas is considerced as the main reason for the greal number of
cases of Multiple Sclerosis (MS) observed in these arcas. Simultaneousty,
copper (Cu) and nickel (Ni} content in the cnvironment is much less than the
existing standards. It is considered that both metals have a balancing cffect in
respect Lo the great Mo content {57. |

Aluminum (Al is another soil, water and the food component related
with the development of degencrative processes in|some brain structures
(Amyotrophye Lateral Sclerosis — ALS). The frequent|cases of this disease in
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some geographical areas are explained by the great aluminum content {ound
in the soil [61.!

It is found that the Iow zinc (Zn) content causes memory disturbances
and psychological derangements [7].

The healing cffect of lithium (Li) in the cases of cardio-vascular diseases
and psychological problems is well-known.

Sclenium (Se) is used successfully M the cases of immune system
derangements as well as for potency improvement. This data evidences of a
close relationship between environmental geochemical content and human
health and psychological activity.

Tectonic Processes

The tectonic processes arc a factor that could also influence human
psycho-physiclogical processes. [t is found that precursors of tectonic
activity could be observed days or cven months before the event and
surprisingly in areas focated even at distances of scveral ‘hundred kilometers
away from its epicenter. Such precursors are: the clectrical field changes, the
low frequency variations, the spccific smell of underground gases, the
Geomagnetic Field (GMF) changes and the low and high frequency acoustic
phenomena. Unfortunately, the phenomena usually observed and human
behaviour perturbations are accounted for only retrospectively. The most
frequently cstablished fact is that the number of the various mysterious or
unusual cvents has increased. For example, various light cffects are often
qualified as meetings with UFO. The casecs of extrasensory or clairvoyant
abilitics as well as the appearance of poltergeists become much more
frequent. These sirange phenomena arc quite often related with seismic
activity |8]. The progressive increase of the number of these phenomena
could assume epidemic character, which in its turn might result in a large-
scale public panic 9],

Geomagnetic Influence

Geomagnetic (GM) variations could involve somatic and psychological
health problems, GMF variations and especially low frequency (less than 100
Hz) variations penetratc ecasily live tissue, thus influencing all living
organisms, including man.

' The review of the investi gulions concerning the influence of gcochajmicai composition on
human health in certain areas in Bul garia is the subject of the presen| publication.
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Earth GMF is about 0.5 gauss that corresponds: to 50,000 gamama or 50
microtesla, Of coarse, it is not constant, but ‘varics i the diffcrent
geographical regions. It is approximately 25,000 gaimma at the cquator and
about 70,000 gamma in the polar regions. The quantitative expression of
these GMF intensity variations is presented by a vari;ety of indexes - Kp, Ap,
aa, Dst, ete, |

Men possess varying degree of sensitivity Loithe GMF changes and
pereeive them i respect to both GMFE waves intensity and their direction.
There arc people who can identify GMF changes of about 0.1 gauss/min.
Some people even react to changes of 0.01 gauss/s. |

Biological Mechanisms .

The biological mechanisms after which  GME infloence  the
psychological and behavioural reactions of people are not highlighted vet,
albett the various proposals and theories that have been forwarded. In ancient
times, the magnetic forces were imparted a mysterious, supernatural and
divine sense. In the Middle Ages, Parcelins uscd sfccessfuﬂy the magnetic
influences for medical treatment of various diseases. | Later, in the middle of
the 18" century (1766) F.A., Mesmer launched the dea of the cxistence of
universal magnetic gravitation as well as of its influence on man. He
explained all magnetic properties by the presence of a fluid causing
magnetism. He even asserted that that fluid could na‘!ﬁt be seen or mcasured
but it accounted for vital origin and it came fronll the universe depths,
spreading over the planets and the carth and being felt by the people who
passed it along to each other. He said that this fluid piro vided the reason, the
feelings and the viability. Nobody could cxplain the origin of that fhuid, but it
really existed [10)], ‘

A much more real mechanism asserts that a very stight difference in the
polarity between the CNS and the peripheral nerves of a degree of 15-29 mV
could work like a primitive sensor in respect 1o the GMF change perceiving
(1. i

The clectrical activity of some CNS structures anlcl the endocrine glands
15 very sensitive to small changes of the GMEF. Some of them arc: pincal
gland, thymus, gonads, thyroid gland, etc. Thesc formations are involved in
the cyclic recurrence of the psychological processcsWof live organisms and
..."the circadian periodicity could influence basically as well as could
increasc the psychological malfunction™ [1]. ‘

The presence of biogenic magnetite containing bicorganic iron
compositions could be accepted as one of the possible ways for perceiving of
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GM changes. Magnetite has been discovered in a number of nmicroorganisms,
fishes, birds, mammals and also in the human organism. The crystal lattice of
the biogenic magnetite structure is different from  the other ferrous
compositions of inorganic origin [12]. Magnetitc has been found in the
adrenals, in the area over the eycbrowé, cte. The conducted studies reveal
that magnetite quantity increases proportionally with age, The presence of
magnetite of biclogical origin...”allows us 1o regard the problems of
magnetic perceiving from a new point of view initiating as well the idea of
the existence of the so-called “Sixth Sense” which plays an important role in
the behaviour of organic world representatives as well as in their evolution”
f12].

There arc some assumptions that the occurring atmospheric and
geophysical changes influence the cells of live organism directly or mdirectly
by changes in water molecules, membranc permeability and the systems
supporting homcostasis.

Therc is an intercsting theory, which considers human constitution's
neural lines as antennas percciving the changes in geomagnetic waves and
solar irradiation. It is namely in these antennas that the internal nfluences of
certain intensity and frequency are transformed into neural impulses. The last
ones influence the functions of the internal organs and the endocrine glands
in human constitution by the vegetative neural system.

Modern Investigations

The electrophysiological studies rcveal that the changes in GMF
intensity influcnce the Central Neural System by a change [in the frequency of
the background clectrical brain activity. The changes in this ficld arc abous
0.002 V/m and they change the frequency of brain rhythms by 1 Hz [13).
There arc also changes in the vegetative functions, which are manifested by
changes of the heart activity, the blood pressurc values dnd the respiratory
parameters,

The GMF pulsations such as Pc (pulsations continues) and Pi
(pulsations irregular) could also have a biogenic meaning, For example, the
Pcl pulsations have a period from 0.2 to 5 s, which corresponds 10 the heart
muscle shortening frequency. The appearance of these pulsations could
essentially influence the activity of the biological system.

The continnous activity of the changed geomagnetism involves in a
common reaction the neuroendocrine and endocrinology systems as well.
This is proven by the identificd changes in the hypothalamus-hypophysis
system as well as in the adrenals. Some changes oceur also in the peripheral
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blood and oxidation processes. Some more challenging investigations
attempt 1o reveal the influence of ecarth magnetism on creative activity,
talents and human genius {14],

While irying to highlight the influence mechanisms of the GMF on the
CNS, Belov D. R. et al. found a positive corrc]atio!n between the Ap index
and brain electrical activity. The intensification ‘0_[‘ the synchronization
processes during GMF changes were most clearly expressed in the frontal
and central areas of the cortex [15]. The S}mchrionizution processes are
considered a part of the total stress reaction involving biochemical and
hormonal variations. :

Nikolacv Y. S. ot al. noted the influence of short-period GMF
fluctvations which, in their opinion, are a main ecological factor influencing
the biosphere. Their effect can be identificd in both the amplitude increasc as
well as in the case of the fTuciuation’s complete disappearing [16]. An
optimal level of the GM activity is necessary for a rJiomm] CNS activity. An
abrupt GMF increasce or its decrease to complete disappearing could resull in
various types of brain malfunction [17]. !

The vegetative neural sysicm, playing an essential role in the function
regulation of & number of human organism and systems is also sensitive to
GMF changes. It is proven that the sympathetic vegetative neural system
reacts mainly to slighter GM vartations. The more abrupt and more intensive
GMF changes causc a reaction of the parasympathetic vegetative ncural
system | 18]. The duration of the activity of the GM barameter changes is of
essential importance to all live organisms and cspecially to man. Thus, the
idea of the need to determine the “dose” of GMFE vs riations to which a live
System i exposed originated. The need to design |a “‘dosimetry” method
regarding the cumulative exposure to unstable or abrupt GMF parameter
changes was pointed.

The nvestigations aiming to identify the influence of the various
geochemical and geophysical factors on human health and behaviour arc as
necessary as difficult to conduct because geophysical and solar phenomena
are hard to isolate from the numecrous physical factors of the environment as
well as from the social and public cause-effect interrelations. “Further
toxicological studics are required 1o assess the controls on the health effects
of cnvironmental hazards in different populations” |[19]. In spite of the
objective difficultics, the imvestigations in that area as well as the resulis
obtained will be extremcly useful in developing measures protecting man
from the harmiul effect of geophysical factors.
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YOBEKBT KATO OBEKT HA FEOXMMWYHH U TEOOM3UYHY
BL3JIEVICTBUST |

Hpuna Cmounoea |

Pesiome

Ilpes mnocnepmure romnsm 3HatmTenH0i HapacTsa OposaT Ha
nyGNEKALENTE, DOTBBPKUABAINE KOPENALMATA MEXKIY TEOXHMUYHHTE M
recusnaATE HAKTOPU C TIAPaMeTPU HA YOBENTKOTO 37paBe ¥ IOBEASHHE.
OcHoBHM (haxTOpH, KOUTO MOTAT xa B’bS)IGﬁCTB!&T BbPXY 3ODPABETO Ha
HOBCKA U HErOBOTO MMOBENEHUE, CA MEOXUMUYHUAT ChCTAB Ha reorpabekaTa
CPeMa; TEKTOHMYHHTE TIPOLECH; BAPHALUUUTE Ha| [€OMATHUTHOTO MOJE:
KIMMATHEHUTE IPOMEHU U [IPOMEHHUTE B CTHHYEBATA AKTUBHOCT, KATO Te
PIAMMHO  BIMAAT @IMH xa spyr. llpenmer ma cratmsita e ofsopro
MPEACTaBAHE HA HSIKOM TEOPETUHHH MOCTAHOBKM HA [EOMArHUTHOTO o
PEOXUMUYHOTO BIHSHHE BBPXY S3/PABETO M noibeneHHe'ro H2 YOBEKa.
buonoruuunre Mexammsmu, no xowuto TeOMArH¥THOTO HONE U
TCOXMMUSHUAT CbCTAB BRUSAT BBPXY (GUBHOJOTHYHUTE M [OBEREHICCKH
Peakiii¥ Ha YOBEX2, HE Ca u3ACHEHH M IPCLH3UPAHW, BHIPEKH ue
CRIUCCTBYBAT PasfTu4HK NPEANONONeHHus. lIpencraBesd ca HAKOH OT
HPELNOXEHHTE B JIMTEPATYPATa TEOPUH U MOZENH 33 OBSCHEHHC Ha Teiu
MeXaHusmu. MscrensaHuiTa B Tasd HacoKa M pe3yITATHTE, MONY4YEHH OT
TAX, e ObfaT M3KNMHOYMTETHO HONE3HM 33 paspaloTBAHETO HA 3AINUTHH
MEPKHM, NPEANasBALIM YOBEKA OT BPEAHOTO BIUAHNME HA TEOXUMUTHUTE U
reodusnuENTe GarTopu.
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OPTIMIZATION OF THE FUNCTION INJECTION MODELS
IN THE MAGNETOSPHERE

Paviina lvanova

Geophysical Institute -Bulgarian Academy of Sciences

Abstract

Six function injection models in the magnetosphere are optimized. The minimum
of the functional (least squares of the difference between experimeéntal duta and models)
by different initial coefficient values of the siudied mathematical models are Jound, Some
examples of the model yield one minimum with the optimal coefficients.

Introduction

The carried out research on function injection is one of the mam tasks
of the Intcrnational Pro gramme STEP  (Solar-Terrestrial Energy
Programme), The thorough study of this problem is of great importance in
the present decade (1995-2005; 23 Solar cycle). The Polish astronomer
Kopeickiy has qualified this decade as a “dangerous decade” duc to the fact
that, during it, an exirerely high gcomagnetic activity is e,f'pccted,

Having in mind this fact, we optimized six existing models of function
injection F, described in literature, [Feldstein et all,, 1990, 1989, Dremuhyna
et all, 1990, Ivanova P., 1992, Murayama, 1986, Bargadze, 1986, Akasofu,
19811, using one of the numerical methods, namely the simplex method (well
known in experiment planning).

Models of the function injection F have been made by a lot of
authors. For cxample, in [Feldstein et all,, 1990}, bnear regression equations
for a arc obtained, which connect the velocily of entering energy 1o the ring
current with various combinations of geoeffective parameters of the Solar
Wind (SW) and the Interplanetary Magnctic Field (IMF). The highest
correlation coefficient is equal to 0.8 and it is characteristic of the correlation
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between the magnetic field of the ring current of 1hci function injection in the
magnetospherc Fe,, calculated by ground observatioi}s and 1ts model F,q.

Estimation method

We have studicd six models of function injection F [Feldstein et all.,
1990, 1989, Murayama T., 1986, Bargadze L. F. et all., 1986, Akasofu S. I..
1981], which are shown on Table No 1, where x;, X5, x3 are their
coefficients. SW and IMF take part in the models. The conditional
designations arc V and D - the velocity and the density of the SW. B, By, Bz
are the module, the azimuthal and the vertical compopent of the IMF, € is the
power function of Akasofu and 1 is the ring current decay constant.

We have improved the models by optimizing their coefficients. For
this task we used the simplex method [Nelder LA et all., 1964] because of
the simplicity and synonymy of its mechanism: '

Let’s take [unctional (1)

{hH U= Z:L (DR-DRM)? , where DR are the:a experimental values of
the ring currcnt, where DRM is the mathematical expression of the model
M=1, 2, 3, 4, 5 and 6 respectively. M stands for the number of the
optimized model. I

The esscuce of the method lies in the fact that we make a random
simplex (a body with N+1 pecks, k=1, 2,..., N+1, N are the parameters) of
the computed value of functional U. ‘

Further it changes under the influence of three operations:

a) reflection P*=(1- a)P-aP, , where ae (0, {), Py are the pecks of
the simplex, k=1,...,.N+1 ; Un=max(Uy) for P, where Uy, is the maximal value
of the functional in pecks P,. P is the central point !Uf the simplex, « is a
reflection coefficient, P; is the simplex peck with| minimal value of the
functional U or we have the condition Up=min(U,} for P;.

b) contraction P**=BP*+(1-B)P, wherc Be(0,1) is the contraction
coefficient, _

¢) extension P¥*=yP*4(1-v)P, where ye(0,1) is the simplex cxtension
coetficient and P is its center. The simplex goes in the global minimum of the
functional U with these operations, where its pecks are in one point, which
gives the optimal valucs of our parameters.

We consider DRM-ring current for the investigation models in cvery
iteration by the folowing expression:

DRM] ={2 FMJ-_1+DRMJ-_1)[2—(lr"cj_;)];"[2+(lr"cj_[)]
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Further the consideration procedure goes to (1). The iterational
process continues to the accuracye that we are expecting e. g. U =,1.107
in our casc.

Results

The results and the optimization proceses are shown in tables No I,
2, 3 and 4. The experimental values for DR-ring current are from SSC 27
August 1978 14 UT, 30 August 1978 2UT and 23 March 1969 14UT.

On Table No 1 the investigation models are given. Given three
coefflicients are Xy, x, and x5 , the values of which we can see in Table No
4. The value of the funcional U is shown in the last column of Table No 4 ,
from which the significant improvement of the studied models is seen. In all
models, the value of the [unctional U is equal 1o 10°, but in the ones obtained
using a new coefficicnt the valuc of U is 1072

Therefore, the obtained models are significantly improved and
specificd and they model the ring current Ffunction injection in the
magnetosphere with really higher accuracy. Another contribution of the
present studics is in the effective application of the optlimization methods in
this spherc of the space physics.

Table N° 3 illustrates the resuits of the method. All cxamples begin
from diffcrent initial values of the parameters. In the end of the oplimization
they yield the same value for the point in which the simplex is contracted.

This represents the solution of the task.

Conclusions
From the results we can draw the following conclusions:

I. Using the algorithm and program suggested 1 this paper, all numerical
models of the function injection F in the magnetosphere producing the
magnetic variations on the Earth’s surface can be optimized.

2. The optimal models produce the best mathematical approximation of Fe,,
by Foa

3. The new models improve the coefficients of the correlation r between
Fexp and Foq (for cxample, r, = 0,91 1y ot = 0,97 by Fy).

The author would like to express her gratitude to Prof. Dr. Feldshiein
for the discussions and the analysis of the results, due to which this task has
been solved successtully.
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Table 1

Optimization models |

F1=x1.10"B,V + x2; if B, V<1 mV/m and |
Fl==-x3.10%(V-300); if B,.V>-1 mV/m;

F2=-x1.By.V.Sin(Q/2). 107 - x2 if BnV sin® (efz) 14 >01mv;m
F2=-x3.(V-300).107 if By .V.sin® (6/2).10° 10°<0,1 mV/m|
where O-arcth B,/B,; Bi =(B,*+B,H"?

F3=-x1.10° B - x2; i B> 10° '
F3=-x3(V-300).107; if B,»0 where

Emr:le.oqsz,os_Do,sa; where B.=B,<).

D ig density

F4=-%1.10" Fyq - x2; .
wherce By, =(D.V)"5 V By.sin*0 /2); |
By=(B,’+B,)"?; 6=arctg(B./B,) '

F5=-x1.10"% - x2; where |
£=2.10"*. B2 V.sin(©/2); |

F6=x1.V.B,.10°%; if B,<0; and (B +o)<0; |
F6=x2.V.(B,-0)/2).10°; if B,<0 and (B,+o)>0;
F6=x2.V((B,-0)/2).107, if B,<0 and (B,-o)<0;

F6=x3; if (B,-o)>0; B,>0;

a - dispersion of the IMF

V., D, Bx, By, Bz - parameters of the SW and IMF.

Table 2

Optimal models |

F1=8,8.10°B,V - 16; if B,V<] mV/m and ‘
F1=68,0.(V - 300))002 if B,V>-1mV:

F2=-13,3.B4.V sin (Q!2) 107450 if BrVsin? B).10%0.1 me;
F2=113.(V- 300) 107, if B"Vsin® (0z2) 107<0,1 mV/m.

F3=-10,3. 10° Fm.,,+51 if Fome>10°
F3=112.{v-300).10% if B0
o= B 1 7206 1038

F4=-1,2.107 Fy,-30,4;
Fea=(DV VB sin(4Q/2)

E5=2251049.7; ;
£=2.10" B* V. sin%(Q/2) |

F6=10,7.V.B..107; if B,<0; and (B,+c)<0;
F6=9,1.V.{(B,-6)/2).10"%, if B,<0; and (B,+0)>0;
F6=9,1.V.((B0)/2).107; if B,<0; and (B,-0)<0;
F6=0; (B,-c)>0 and B,>{.
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Table 3

Examples, illustrating the optimization Process;
initial and optimal values of the model coefficients

x1 X2 X3 U
Initial values example 1 for 10,9 7.9 14,5 0,27.10°
Mi |
Initial values example 2 for 10,0 0,8 13,5 0,5.10°
M1
Initial values example 3 for
M1 |
Optimal values 8.8 -16,0 -68,0 0,3.10*
for all three examples
Initial vaiues cxample 1 for 19,4 0,4 14,4 0,46.10°
M2
Initial values example 2 for 15,0 0,8 13,0 0,5.10°
M2 |
Initial values example 3 for 19,0 1,0 15/0 0,15.10°
M2
Optimal values 10,3 -5,0 -113.0 0,1.10"
for all three exarmples _
Initial values example 1 for 5.8 0,5 14,5 0,1.1¢°
M3 : i
Initial values example 2 for 50 0.8 13,0 0,3.10°
M3
Initial values example 3 for 4,0 1,0 14,0 0,5.10°
M3
Initial valucs exampie 4 for 4,4 1.5 15,0 0,6.10°
M3 |
Optimal values 10,3 -5.1 11210 0,3.10°
for all three examples
Initial values example 1 for 6,4 7.4 0,9.10°
M4
Initial values example 2 for 5,0 4,8 0,7.16°
M4
Initial values example 3 for 4,0 5,0 0,2.10°
M4 .
Initial values example 4 for 8,5 4,0 ' 0,4.10°
M4 |
Optimal valucs 1,2 30,0 i 0.4.10"
for all three examples
Initial values example 1 for 6,4 7.4 ' 0,8.10°
M3




Initial values example 2 for 5,0 4,8 0.1.10°
M5

Initial values example 3 for 4.0 50 0,7.10°
M5

Initial values example 4 tor 8,3 4.0 0,4.107
M5

Optimal values 2,2 22,7 0,2. 107
for all hree examples

Initial values example 1 for 6,8 7.5 7,5.10°
M6

Initial values example 2 for 5.9 5.0 0,2.10°
M6

Initial values example 3 for 5.4 5,3 0,3.10°
M6

Initia! values examplc 4 for 10,4 4,5 0,1 A0S
M6

Optimai values 10,7 9,1 | 0,3.10"
for all three examples J

Table 4
Cocfficients of the old and the new {optimal) models

Qld coeff. x1 X2 %3 9]
M1 8.9 7,0 14,1 0,3.10°
M2 19,8 0,6 14,1 0,5.10°
M3 3,7 0.4 14, 0,3.10°
M4 3,8 2,8 - 0,6.10°
M5 7.2 3,1 0,4.10°
M6 54 5.4 - 0.2.1¢°
New {(optimal} coefficient

Mi 8,8 -16,0 -68,0 0,3.10"
M2 10,3 -5.1 112,0 0,1.107
M3 10,3 -5,1 112,0 0,7.10°
M4 1,2 30,5 = 0,5.10"

e 071 - T
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ONTUMUMIANNSA HA ®YHKIUOHAJTHAY HHIKEKIIMOHHU
MOJEJIA B MATHUTOC®FEPATA C HTOMOIITA HA
CUMIIIEKC METOJA

Haenuna Heanosa
Pezrome

OnruMu3Hpany ¢a BIeCT HHKEKIMOHHN MOzieNa B MarsuTocdepara.
Msnonssafiky pasnuueM  CTOMHOCTH Ha HadaHUTE KoeuUHEeHTH Ha
U3CNICHBAHUTE MATEMATHYECKH MONEAM € HaMepeH MHHMMYMa Ha
$ydkumoHana (METOX Ha Hali-MaJKuTe KBampaTH Ha pasimKaTa Mexiciy
CKCTICDHMCHTANIHATE ¥ MOAENHUTE fanHK). Hsixow npumeps Ha monena
AaBaT EN¥H MHHUMYM C ONTHMAITHH KOSQULMEHTH, |

143



Buigarian Academy of Sciences. Space Research Institute |
Aerospace Research in Bulgaria. 17. 2003. Sofia

OBSERVATIONS OF OPTICAL E;MISSIONS AND
MAGNETIC FIELDS ABOARD OF INTERBALL-2 SATELLITE

Kunyo Palazov, Stefan Spasov, Alexandergﬁoch.ev, Petar Baynov

Solar-Terrestrial Influences Labm{umw—BAS‘
|

Abstract |
In the work, the Bulgarian expertments aboard of the INTERBALL-Auroral
probe satellilcs, namely the investigation of oplical emissions in the uitra viplet (UV)
range (UVSIPS specteometer) and the magnetic field experiment (IMAP-3 magnetometer),
are described. To ilustrate the common analysis of data from|both units, the observations
during the Qctober 19, 1996 geomagnetic storin are analised,

The Bulgarian experiments aboard of the INTERBALL-Auroral
probe satellite (briefly INTERBALL-2) include mvestigations of optical
emissions in the UV range (UVSIPS spectrometer) and the magnetic field
(IMAP-3  magnetometer), Optical cmisstons  are closely related to
precipitated electrons and ions, which ionize high atmospherc. Magnetic field
disturbances are indicative of ficld-aligned currents iwhich are gencrated in
the magnetosphere boundary region; their closure currents flow in the
ionosphere.

The physical bases of optical and UV-Lliiagm)stics of auroral
ionosphere is as follows: auroral electrons and i{m;s of various energics,
which precipitate from the magnctosphere, as well as the secondary eleetrons
produced by them, excite atoms, molecules and ions in the ambient mecdia
which begin to emit light quanta. By measuring ttile intensity of auroral
emission distribution in the visible (VIS), UV and X-ray spectrum regions, or
at least in only onc of them, and using the relation between emission intensity
and differential energy distribution of precipitating charge particles, we may
obiain the distributions of precipitating clectrons’ characteristic energy Eo
and energy flux Oe (Frank et al, 1981).
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The major advantage of space experiments is the possibility to
measure these parameters on large area, determined by the unit’s view ficld
and the satellite’s height. Measurements of emission intensity distribution in
the vacuum UV region have advantages compared to measurements in the
VIS range, as UV —radiation is absorbed by the underlying layer of molecular
oxygen in the region of Schumann-Runge continuum, This atmospheric
effect creates beneficial nawral conditions (0 observe aurora from satellite in
the dayside of the Earth. The contrast of the emission auroral intensity at the
background of the dayglow of the upper atmosphere varies with the different
spectral Imes and, as a rule, exceeds their double valae (Kuzmin et al., 1985).
This is an advantage of the UV method, which became a decisive factor for
implementation of the UVSIPS specirometer aboard of INTERBALL-2.

The INTERBALL project is an inherent part of a large cooperation
between several space missions in the framework of the International Solar-
Terrestrial Physics Program. The INTERBALL-2 was launched in 1996 10
an orbit with apogee (perigee) 20,000 (800) km respectively, inclination 65
dcg and period 6 hours. The spectrometer UVSIPS aboard of the
INTERBALL-2 was designed (o measure in threc spectral intervals centred
to wavelengths 1304 A°, 1356 A° and 1493 A°. The speclrometer apparatus
function is 32 A®, which is an important advantage of the experiment. The
first channel measures (he most intensive emission of atomic oxygen (triplet
1302-04-06 A°). The second spectral inlerval of the spectrometer (channel 2)
is cenired to wavelength 1356 A° (line of atomic oxygen spin-forbidden
doublet with wavelength 1356-9 A°), excited in the polar oval. The doublet
of the atomic nitrogen 1492,6-1495 A°, radiated from level N1{(2p) gets into
the third spectral interval (channel 3), centred to wavelengih 1483 A°,

The spectrometer was mounted on the outside surfhce of the satcllite.
Duc to the rotation of the spacecrall, period 120 sec, the spectrometer scans
In the rotational plane, perpendicular to the direction of the Sun. Based on
the location and attitude of the satellite, a construction was designed in order
to direct the device towards the footprint of the Jocal magnetic ficld line 120
km above the Earth’s surface. The control of the operation mode followed a
cyclogram, fixed by radic commands. The UVSIPS performs 36
mcasurements (36 pixels) for a given exposition which takes 0.15-0.6 sec
and sends 20 bytes per pixel, i.e. 36 x 20 = 720 bytes stored in 6 blocks of
digital arrays.

The flux-gate magnetometer IMAP-3 measures the three components
of the magnetic field along the satellite’s construction axes continuously
throughout the whole orbit. The device was designed and manufactured by a
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proprietary technology in the Scicntific Industrial Laboratory for Special
Sensors and Systems (“SDS” Lab’s), Bulgarian Ac:u;‘lemy of Sciences (BAS),
Sofia, Bulgaria, and the Solar-Terrestrial Influences Laboratory (STIL) -
BAS, Sofia, Bulgaria (Arshinkov et al, 1985). The magnetometer data is
transmitted by the satellite telemetry system with a sampling rate of 1 vector
per 3 sec or 8 vectors/sec depending on the operation mode, which can be
controlled by ground commands. Upon its receiving at the ground stations,
telemetry data js distributed via Internet by the IKI- Moscow to the
respective P.Ls. .

[t is known that under small perturbations, the spacecraft spin axis is
misaligned from the nominal rotation axis. That is why data processing, in
particular UVSIPS and IMAP-3, necds adequalle attitude  information
provided by the satellite systems. Apart from the data from the scientific
equipment, the following attitude parameters arc alsu: distributed:

(1) Coctilicients Al, A2, A3, A4 and BI, B2, :BS, B4 which define the
cllipse along which the kinematics moment rotates with respect to the
nominal axis of rotation (lowards the Sun); wl — angular velocity of the
satellite rotation around the nominal axis, period ~ LlZ(')_ sec;, w2 — the angular
velocity of rotation of the angular momentum relative to the satellite (this
angular momenturn relative to the satellitc is moving along the surlace close
to the elliptic conc), period  ~ 68 sec.

(2) “Top of spin” the time instance when the direction to the North
Pole of the ecliptic passes through the XY planc of the satellite.

Based on both the geographic position of t%lﬂ satellite and attitude
data, foot point of Jocal magnetic Held lines, and view field of UVSIPS with
respect to the local magnetic ficld line, the components of the measured
magnetic field in field-aligned coordinates and other geophysical coordinate
systems are determined. |

To illustrate the common analysis of the data from both units, let us
cxamine a geomagnetic storm registered on 19.10.1996 (orbit 216 - Fig.3).
UFSIPS has performed a scanning at 22:49 UT (Fif;.l,Z,S) with registered
intensive emissions. The emission profile displays a high intensity zone in
1304 A° line with width of 3 sec, rcaching more thu'n 10 KR. (Fig.1). This
part of the profile is like a chord through the oval, alppmxjmatcly 2,000 km
long (Fig.3). By geometric considerations it can bc!saicl that this arc is at
least 150 km wide. The profile analysis leads to the conclusion that at
equatorial direction from the arc there is a weak glow halo whose width is of
the same order. According to the expectations, such| intensities arc possible
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with precipitating particle energy fluxes with energy of about 50-100
ergfem’, observed during polar aurora.

0.5 71356 A

f WM\
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Fig.1. Intensity of lines 1304 A° and 1356/ A°

The magnetogram begins with a calm interval (Fig. 4) which
continues until 22:45 UT. The magnetic disturbances observed after that may
be connected with current layers crossing. At the near-equator portion, from
22:45 UT until 22:50 UT, changes in the ficld up to 10 nT can be seen which
might be treated as small-scale layers. The minimum | width of such a
structure may be of the order of 10 km. In the ncar-pole half from 22:50 UT
until 22:56 UT, the field change is two times grealer which is connected with
a large-scale current structure crossing. The width of sucliﬁ a current layer is
about 130 km reduced to aimospheric altitudes (at f.llt‘, footpoint). A
comparison is made of the optical emissions measurements and the magnetic
field. At the moment of optical emissions scanning, tl}e satellite passed
through the main zonc of the field-aligned current Iayers. Their physical
carriers are mainly low-cunergy (E~1 KoV elecirons. These particles degrade
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by cnergy at altitudes, higher than the atmospheric altitude, generaling the
observed optical cffects. Here, we pay attention that allittle before the encounter
with this region, ie. at 22:45-22:46 UT an increase of the magnetic field is
observed of the order of several nT, corresponding to a re-stricted current
structure. It is namely this interval that corresponds to the intensive emissions
zone, We conclude that & localized discrete auroral arc was observed  at the
poleward edge of the auroral oval and that the main current region oceurred
polward of #t. Our obscrvations support the view that field-aligned current region
in some cases can be displaced poleward from the auroral oval discrete arcs in
the night-morning sector of the auroral oval.

S

Fig.2. The northern hemispherc scen by the saellite at the moment of
measurement. The symbols +, <, and O correspond to the dipole pole, the
northern geographical pole, the point of intersection of the vector to the
Earth centre, and the footpoint of the magnetic force line where the satellite
is at that moment. The auroral oval is shown for forced geomagnetic
conditions with index Kp=5+. The position of the terminator shows that the
larger part of the auroral oval is situated in the shade. The position of the
scan projection is marked by two arrow vectors. The view field of UFSIPS
crosses the auroral oval through the chord in such a way that the intcrsection
goes from the morning to the night section. Because of the deviation of the
axis X-satellite-Sun, the footpoint occurred in the moll‘ning section out of the
ficld of view. The coordinates of the footpoint are (af 22.49.03 UT for 11 =
150 km) 74.3° latitude, 32.7° longitude, MLT=3.04 h (Fig.3), H shade = 647
km, |
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Fig.3. IMAP-3 magnetogram. It begins with a calm interval until
22:45 UT. The disturbances obscrved after that may be related with current
layers crossing. At the near-equator half from 22:45 UT untd 22:50 UT,
changes in the field up to 10 n'T can be scen which might be treated as small-
scaic layers. At 22:45-22:46 UT, an increase of Lhc! magnetic fieid is
observed of the order of several nT. M is namely this interval that
corresponds fo the iniense emissions zone. The main field-aligned curront
region is poleward (22:50 -22:56 UT).
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Pesrome

B paborara ¢ mameso xparxo onucanme

Ha nBara Ownarapcky

CkCrepuMenTa Ha 6opha ua CobTHEKA MHTEPBOJI-Aspopanua conma, a
MMCHHO. M3CACABAHE HA ONTHIHUTE EMUCHA B YIITPABHOACTORHS JHATASON

Ha chetnndara (criextpomersp YBCUIIC) u uscne
none (MarsuroMersp MMAII-3). 3a WIIIOCTPaLMS Ha
HANPABEH aHalu3 HA JAHHM OT HBATA ypena 110 Bpe
Gyps ot 19 oxromspy 1996 rox.

150

ABAHE HA MarHWTHOTO
CbBMECTHHY aHaNnuz ¢
ME Hg MEOMardvTHATA




Bulgarian Academy of Sciences, Space Research Institute
Aerospace Research in Bulgaria, 17. 2003, Sofia

BRIGHT SPOTS SELECTION IN TV-IMAGES
Valentina Tzekova, Emil Tzekov
Space Research Institute-Bulgarian Academy of Sciences

Abstract

The aim of the present work is to propose a technigue for separation of bright
spots in TV-image background at low object signal 10 background Signal ratio. 1t is shown
that selection can be effected based on the from duration, using a differentiaring ¢ircuis,

In television control systems it is necessary 1o separate some obijects
from the surrounding background. Sometimes, they represent bright poInts in
the television image. Quite often, these objects are separated by the method
of amplitude selection. The methed is accomplished rather easily, but it needs
a high object-signal to background-signal ratio.

[n the paper, an approach i suggested for selection of bright point
objects in television images with small object-signal to| background-signal
ratio, even when Lhis ratio is less than 1. The object selection is based on
three parameters and can be accomplished quite casily.

According to [1], the television image is described by function I = [
(x, ), which cxpresses the image brightness in a point with coordinates (x,
y). In television systems, brightness is represented by the amplitude of the
videosignal u; (1),

If m the television transmitter, progressive monolayer scanning is
used, the videosignal of one series of the monolayer scanning may contain
pulses from different bright objects and look as shown in Fig. 1, where:
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Fig. 1 |

- bright point object; 2 - obicct with fuzi
object; 4 - point object of small brightness, ‘

y fronts; 3 - large-size

|
Let us assume that the pulse is obtained from a bright point object

given its duration Ty, front duration 1¢ and amplitude
conditions:

Tpmin<rpi'rpmax:
(1 ) Tmin < T < Tpmax .
Up 2 Upmim

According to conditions (1), bright point obje

Up satisty the following

cls may be selected by

applying the flow chart shown in Fig.2, where: 1 - front duration selector; 2

- amplitude sclector; 3 — pulse duration selector.

us{t) 1 1, (1) > 13(t)
|
Fig. 2

The assumed sequence of parameter sign insp
by the following reasons. In the process of select
parameter, the input signal is converted and part of the
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in it will be lost. Since front duration selection is the most difitcult, it is
reasonable that signal processing starts with it. In contrast o it pulse
duration sclection does not require information about the signal’s amplitude,
thereforc it can be done in the end of signal processing.,

Front duration signal selection can be most casily accomplished by a
simple differential RC circuit. Let us define the conditions for this selection
with predetermined time constant of the RC circuit and videopulse front
shape. With practically sufficicnt accuracy it may be assumed that the
videopulse [ronts have exponential form:

(2) () =U i {uy ) —e™ Y} when t2 0,
The output signal of RC cell will be:
(3) U =Ue™-eP Yy (B-1),

where: B =1/RC # 1,
With =1, the output signal is determined by the formula:

(4) up(t) = Uy 6™t/ v when t > 0.

Function uy(t) has maximum at:

(5) t=tImB/(B-1),B=1and
(6) t=174 , whenB=1.

From (3}, {4), (5) and (6), we shall cbtain the amplitude of output
signal:
(7 Up = Uy (e PPy ) 3.1y B2 1 and
(8) Uy =Ui/e~0370,,B=1.

The dependence of ratio Uy/U, on B is shown in Fig.3.
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U,/
0.1

Let us denote the background signals maximlﬂ'm amplitude by Uy For
these signals, B> Buax = Tene / RC # 1.

Then, when the background signal is fed up,
differential circuit will have the amplitude:

the output signal of the

(9) sz < Ulf ( e—ln[jmaxf(Bmax-I) _ c—ﬁnmxln{jmaxf{_[ﬁn ax-1} ) / ( Bmx -1 ) —
keUis .

From inequality (9) it is seen, that the front duration sclection task is
reduced to the easy-to-perform amplitude selection of si gnals at the output of
the differential circuit after the rule:

(10) T < Trmax , Ipu U < ky Uyy
|
Let us assume that RC = 14, i.c Bain = 1 and Fct us find the mmimum
amplitude Uy, of a pulse with front Tauwns providing for satisfaction of
condition (10). According to (8) and (10), we obtain:

U2 min = Ulmin fe= kal , O
Ul min = ki‘eUlf.

From these equations it is possible to find the minimum object-signal
to background-signal ratio for sclection of bright point objects:
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(11) Ulmin“"Ulfzkfe-

It may be shown that, by increasing B, the minimal object-signal to
background-signal ratio slowly decreascs, but simultaneously with it, the
output signal amplitude decreases, too. To obtain a large enough amplitude
Uz, 1t is reasonable to assume RC = 715 oo Then, the minimal
signal/background ratio will be:

Ui aain / U= 0,68 with Bmax =2
and
U1 mR / U” = 0,53 with Bmax =73,

It should be noted that the signals from back and front fronts of the
videopulse have different polarity, which should be accounted for in applying
rulc (10).

In the cases where the minimum amplitude U, of the bright point
object videopulse should be greater than Uy, rule (10) will change:

(12) TS T and Up>U, at U, >U,/e.

Thus, rule (12) provides for a simultancous selcction by front
duration and by amplitude.

Vidcopulsc duration sclection is no particular challenge; it may he
accomplished by any of the methods described in literature,

With satisfaction of condition (1), except for the bright point objects,
bright vertical or slanting lines in a TV image may be also sclected. The
selection of such objects is a rather difficult task, necessitating additional
pulsc analysis throughout several adjacent scries of the monolayer scanping,

Conclusions:

1. Conditions for selection of bright point objects by videopulse
within one serics of monolayer scanning are formulated.

2. Tt is shown that the [ront duration selection task may be
accomplished using a differential circuit.

3. Rules for selection of bright point objects are proposed.

4. 1t is shown that bright point objects can b:;g selected with a
signal/background less than 1.
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CEJIEKTHPAHE HA SIPKU TO‘{KOBIFI OBEKTH B
TEJEBH3NOHHO W30BPAKEHHNE
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|

Pezionme |

Llenta Ha HacTosaTa paboTa € fa ce npemq'ncﬁ HAYHH 32 OTHENsAHE
Ha 5IPKA  TOYKOBH ODEKTH OT OKOJHHUS q:)orf B TENEBH3HOHHOTO
1300paXeHHe 1P MANKY OTHOLIEHUS Ha CUrHANA OT obexTa KbM CHTHANA
oT Qona, Tloxasano e, de cemexuusTa [IO MPOABIKHTENHOCT Ha
GpoHTOBETE MOXKE H2 Ce M3BBPINH 9pE3 M3NONBYBAHETO Ha nude-
peHuMpalna Bepura.
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AUTOMATIC CONTROL OF VIDICON SENSITIVITY
IN THE TELEVISION SENSOR |
OF AEROSPACE CONTROL SYSTEMS

Valentina Tsekova, Emil Tsekov, Georgi Sotirov

Space Reseqrch Institute - Bulgarian Academy of S¢iences

Abstract

In the present work a flow chart of vidicon sensitivity automatic control in TV-
sensor i3 proposed, which provides to achieve the maximal possible accuracy in
identification of bright point objects. The major system parameters are defined which
ensure system stability and speed.

In television coordinators determining the coordinates of bright point
objects, the usefal information is contained only in the videosignal they
produce. The other signals are noise signals preventing to achieve maximuom
acouracy in determining the objects’ coordinates. In application TV cameras,
with a view to more precisely transmit brightness relations, vidicon sensitivity
is regulated basced '

U\ra max s == - Lol

Uva mir

Uss min Uss max
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on the average ithumination of the vidicon target. ﬂ] this case, the signals of
the brightcest obijccts are restricted, 1.c. with this type of automatic control of
vidicon sensitivity {ACS), the useful-si gnal to notse-signal ratio decreases.

Therefore, it would be more reasonable if vidicon ACS in television
coordinators was based not on the average target | illumination, byt on the
maximal amplitude of the vidcosignal in cach frame.Vidicon sensitivily in the
working area is a linear function of the signal slice| voltage Ug as shown in
Fig.1 [1]. Therefore, the maximal amplitude of the videosignal from the
bright spot object may be preserved by changing U depending on the
vidicon’s illumination E, as shown in Fig.2. |

The ACS system may be synthesized after the flow chart shown in
Fig.3, where 1 is the optical system projecting the object images on the
vidicon target. The videosignal obtained at the output of vidicon 2 is
amphified by vidcoamplificr 3 and and is fed 1o coordinator 4, where the
coordinates of the bright point objecct are determined. From 3, the
videosignal is fed (o the peak detector 5, whose charge time constant is very
small, as a result of which the output voltage reaches its maximum within a
shorter time interval than the duration of the videosignal from the point
object.

Uss min

Ern'[n Emax E
Fig. 2

Since the discharge time constant of peak detector Ty is big enough,
its voltage U, does not change essentially within one frame Ty. This voltage
is amplified in the direct-current amplifier 6 by the arf'1plifying coefticient K,
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and is then averaged in the low-frequency filter 7, whose time constant T is
big enough (Te>> Tg).
In the considered flow chart, the amplitude of the output voltage of
the peak detector in a stable mode will be:
(1) Upo = UaKaKy,

The voltage amplitude of the signal slice will be:

(2) Us's = Uss max ~ Uvi(lKvaKa Kd = U&s max|” UvaKa Kd-

U\.rlrt U\;a

Fig. 3

From equality (2), the maximal amplifying coefficient of the direct-
current amplificr in the ACS may be determined:

(3) Ka max — ( Uss max " Usc min ) / Kdea min-

In the cases where K, is bigger than the coefficient obtained from
formuta (3), the ACS system will be unstable. Then, its oscillations could be
removed provided only the time constant obtained from formula (15) is very
big {2 - 3Tg). In this case, the system becomes so inert that it can not
respond to possible rapid changes in the obicct’s luminasity {e.g., changes
within time interval 3 - 5Tg).
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If the regulation characteristic of the tclev-i?;ion sensor (vidicon and
video amplifier), shown in Fig.4 is assumed linear, that it can be written in
the following way: |

|
|
(4) K= Kniin +a ( Uss - U\s min ):

where: K - the transmission coefficient of Lhri‘; television sensor;

o — the steepness of the control char;.allcteristics, and

(5) o= tg (P = ( Kmax - Kmi!h ) f ( Uss max - Us@ HHI )
<4
Ktn.’-\\' %
|
|
|
|
|
h [i
Kmln B |
‘ —>
USS min Uss max Uc:n
Fig, 4
Usually, the transmission band of the teleyision sensor is much

geeater that the transmission band of the ACS. There fore, it may be assumed

that the amplitude U,, varies simultancously with thF. change of the sensor
amplifying cocfficicnt, which is determined by Us, whose operating range is:
Ussmin < Ugs < Ugy e

In practice, in preliminary calculation, the following parameters
should be assessed: the transmission coefficient of thle television sensor, the

. . . |
range within which it should change, and the steepness of the coatrol

characteristics. Here, the following initial data is used: the possible change of

illumination of the vidicon target by the bright point object (it should not
R . ., . 4. . [dgs o g

exceed the illummation’s work range, indicated in the vidicon certificate) and

the range of voltage variation of the signal slice (also indicated in the vidicon

certificate).
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The output amplitude of the video amplifier will be:
(5) U =KE,

where E is the target illumination in Ix. Therefore, the maximal and

the minimal value of the transmission coctficient, accounting for the work of
the ACS, will be:

(7) Kmax = Uva min / Emin,
(8) I(min = Uys max [ Emax-

This cocfficient will change within the range:

(9) HK = Kmax " Bapin = ( Uvn muiEm:tx - U\'a maxEmin ) r‘(
EmuxEmiﬂ

Provided the frame frequency is great cnough, so that the ACS
regulation time T, is much greater than the frume time, ie. Twg »> Te [2],

with changing the object’s brightness, the voltage of the signal slhice will he
expressed as follows:

(10) Ua(t) = Ugsmax - KKEe™¥( 1 - ),

Since in television sensors the frame time is preset, the discharge time
constants of peak detector and filter may be represented in the following
way:

(1 1) I—pdd = aTﬁ' ' te= bTﬂ'a

whoere a and b are arbitrary positive constants.

From (10) and (i1), the voltage variation of the signal slice
corresponding to an illumination change of AE will be:

(12) AU&-(H) = KaKAEe"m( 1- evn.l!'n ) - 0’

where n = 1,2,3.. is the number of frames upon change of
iflumination by AE,
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The values of a and b are chosen by a compromise. The greater the
valuc of a and the smaller the value of b, the more 1‘::1pid1y will U, achicve its
stable value. With very great values of a the reactivity of the ACS system
decreascs, and with very small values of a, i beo;omcs unstable, whereas
within onc frame, the following incquality is fulfilled:

(13) AU < KK,AU,,.

From (6) and (12) it follows that the following conditions must be
satistied: '

(14) a<- 1/ K,
(15) b>1/In( 1-Ke").

So that the ACS system might preserve its stability &]_l;ld sufficient adaptivity,
Conclusion i
1. A flow chart of the automatic control system of vidicon sensitivity
at maximal illumination of the target is proposed. The system may be used in
television coordinators to determine the coordinates of various space objects.
2. An analysis is made and the major system !parzunelers are defined:
transmission coefficient and time constants.
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ABTOMATWYHO PET'YJIUPAHE HA
YYBCTBUTEJIHOCTTA
HA BUIUKOHA B TEJAEBH3HUOHEH JIATYNK
HA ABUOKOCMUYECKHA CUCTEMH 3A YIIPABJIEHHUE

Banenmuna I{exosa, Faun Iexos, | eopau Comupos

Pezrome

B nactosmara paGora e npemnoxena S10koBa CXeMa Ha CHCTEMA 32
aBTOMAaTUTHO PETYNHUPaHE YYBCTBUTEIHOCTTA HA BUAUKOHA B TEJICBH3HOHEH
AAaTHHK, KOATO IIO3BOJIABA MOCTHIEHE HA MAKCHMAIIHA BB3MOYKHA TOYHOCT
1p7 OUPENeNsHe Ha KOOPAWHATHTE HA APKH TOUKOBH ofektu. Onpenelenn
Ca OCHOBHMTC TapameTpu Ha CUCTEMaTa, KOUTO OCHMIypsBaT HeiiHata
YCTOWYHMBOCT U OBp30KieCTRHE.
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Abstract

A variational problem with unconditional extre
Jorming shaped chargy
of pseudometeoritical clouds particles is used as input param

derived and an intermediate integral for the varied parameter |-

inside lining is obtained.

The high performance and the small o
cumulative charges used to form pseudometeorite p

verall dimensions
articles combined with

Bulgaria

aria

Jor time maximization of

¢ pseudometeoritical clouds is formulated. The maximal time action

eter. An Euler equation is
the profile function of the

of

their low price make them a perspective means to test body robustness of

various spacecraft in Iaboratory conditions. In this
problem is studying the options for enhancing the cf
charges by optimizing the impact of the pseudomete
them. Onc of the optimized parameters is the time c

connection, a topical
liciency of cumulative
orite cloud formed by
f cloud impact on the

. . . | .
craft’s protection barrier. Here, two parameters are accounted for: Lhe

original deformation with the cumulative lining’s ¢
subsequent deformation with the cloud’s movement
adequacy of the selected physical model.

Using hydrodynamic cumulation theory [1],

metal lining’s plane-radial scheme of explosive defq

ollapse as well as the
» which enhances the

we shall analyze the
rmation for the cases

where cumulative charge cloud is formed, whosc geor
by the following equations in a Cartesian coordinate §
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netry can be described

ystem yOx [2]: y=F{x);
|




y = @)y = @(x) and y=f(x) for the body, charge and line couple,
accordingly. All functions are continuous, smooth, the last two {unctions
have positive first derivatives.

The following expression is known for the stress-load coefficient in
a fixed charge section, as a function of charge geometry [1, 2]:

B B) = 0,F'®2+0,F*" + 0,0 +0,0%p* + 0,0

0sF 0" +0,F {4+ 000" + 0, B f2 + 00" + o9 f vo,f*
where 04, ..., 013 — some ratios of the densities of the body, explosive and
lining materials.

Let us consider the original (with collapse) and the subsequent (with
the cloud’s movement) deformation of the lining - Fig.1. Points A and B
launch an inside surface element of the lining y=f{x) with length dx, to a
distance x from the origin of the coordinate system (lop of lining). The
collapse velocitics of this element’s both ends arc Wolx} and Wylx) +
dWy(x}, accordingly. In time:

_S&)

r -
AC
W, (x)
pomt A reaches axis Ox and the element forms with axis Ox collapse angle

2(x). The camulative cloud’s compactness and velocity depend on this
angle’s value [3]. For this time, B point is passcs distance!

, dx |
BB'=(tsc =)Wy () + W, (x))
being apart from axis 0x by the distance:
B'C'=f +df — BB’

and forming angle afx};
f !

a(x)=arctg
dx
where

B'C’
W, (x0) +dW, (x)

With the element’s full collapse the cut-off C'K’ is formed, with
length (o simplify the expression (x} is omitted):

IB;C; =
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CrK’=_—-—"'—m -| f+df - LI_@ (W0+dma) —dx
W, +dW, W,| D

’ lell - ;
where Wilx) = Wytg(x) - the clement’s launch velocity with collapse. Let
us demand that: fga=K=const, where K is the tan sent of angle a at which
one may purposefully influence the cloud’s compactness or discreteness [3;
4].

Then, the initial relative deformation in the|end of the collapse will
be: '

CFKF
(1) Eq(x) = !

dx
|
The cut-off K"C" is determined by cxpression:

|
K'C'(x,8) =W, (x)t(x) — W (x+ dx)[r(x) - %{] —dx

But r(x)=t(-§—;vf;} ‘

Then, the deformation may be expressed as:

(x5 = KC™(x,t) —+Jdx® — df !
T e —ar '

Finally, after transformations we obtain:

aw (x ¢ 2

Rasll B _;t_._l__‘f___r 1.__W_1_L__2
dx (D W, D 2

@ £(x,1) = — =[e].

f

2

I+

where [g] — the stress-load deformation’s marginal value for the lining

maierial,
Then, the gencral time functional of cumt lative lining collapse,

accounting for the allowed lining material dcformati.orn will have the form:

©) T=[8xf, fdx
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where

S(x f f) 1 Q'fﬁ(z‘l‘ﬁ) fﬂ /5’ _ﬂﬂ(2+ﬂ)+ﬁ (l_ﬂ)_

DD B2+ p) D ik

_ (2+)8) 1 Bt o N pd |
otz {10} s+ X - 1)+ (- B)rs]

-2(2 +[g])[[)‘”ﬁ(2+ B)- B ﬂ)J}

With the adopted symbols, Euler’s equation will be [5]:

# " df . dzf
4) St -8, ~sn, Y _gn L1 _g
(3) F{0) =f0; f(H) =fH,

where H is the cumulative lining’s altitude.
Since in the right-hand side of (3) x does not parti(,lp 1

mmmediately, in the left-hand side of (4) the second term, S =, s

missing, and we can write the intermediate mtegral [5]:

df

6 §-8,. ==,

(6) r =G

which yields:

(7)

1, 27BC+B)-4B", 1 B =BBC+A+EA-5)
DD BIBR+ B) ) V: i

1 B+ BN B -fB)+U=-B)rp% |2 p+p)-£(5)
——zeaf(l — 3 e
Drga( +lelf2+ ) ) AF W

; %%{{m(ﬁ’)} -+ BB s+ BB |42l ﬁ)ﬁ’&ﬁ')&»}ﬁ’z ~2fp-

167



2 SR N1 . 2-.555’ 1 of Y
~pB2+ B+ (1ﬁ)}ﬂ(ﬁ)r'}B?‘SE(H[SJ)W?{W@F@[)C (8)s

(s8] )|+ 21881 o7 A+ BB - 1)

|
=B BB+ g E i) 2B L
(=rlo)s S S ovte) 2l Ll o al,

!

-20-ApB) |52 - opp+ p)- 0= Bl (s s b-¢

. B . |
where Cyis the integration constant; |

BB (B) 5 (8¢ arc derivatives of the streiss-load coefficient.
As a result, the variational problem for time optimization of a
& P

pseudometeorite cloud cumulative charge effect !is formulated and an

intermediate integral (7) is oblained. The problem requires locating the
unconditional maximum of functional (3) with cd:gt: conditions {(5). The
varied parameter is the function describing the inside surface linmg profile.
It makes no problem to change this varied parameter for another paramelcr
of the cumulative charge geometry, The problem 1£ interesting in that, in
functional (3), there is an option to control the cloud’s digitization rate by

varying parameter ],
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Fig. 1. The scheme of the initial and subsequent deformation of the
cumulative lining,

3A,I[A11A“3A ONTUMHA3AINIAA OO BPEMETO HA E®EKTA OT
AEUCTBUETO HA HCEBIOMETEOPHTEH OBJIAK

Xpucmo Xpucmos, Buxmop bapanos, Hean ['eyos
Pesiome

Dopmynmupata e BAPHALMOHHA 33493 C Oe3ycnopen excTpemym 3a
ONTHMHU3ALMA Ha KYMYIATHBEH 3apsa 3a TUCEeBHOMETEOPUTHH HacTUNM ITO
NapaMersp  MAKCUMAAHO BpeMe Ha  JeHCTBHe Ha  ofmaka  oT
HCCBAOMETCOPUTHH JACTULH, U3BENECHO € YPaBHEHNE Ba Oiinep u e monysen
HPOMEX/IYTBUCH MHTEIPAN 32 TTAPAMETBPA HA BAPHPAHE — byHKIMATE Ha
npoduma Ha BETpeIHaTa TIOBBPXHOCT Ha OOIHIOBKATA,
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Abstract |

Solar radigtion is a renewable and ecologically pure source af energy. The
amount of solar power is huge but the use of that pewer for the production of electricity
wmnvoives greal difficulties, the major ones being the low density of solar radiation on the
Larth's surface and the impermanent nature of that radiation (clouded skies, nighttime). A
certain way to overcome those obstacles are the already dev%f@pea’ energy accumulators
and the combined solar-thermal energy systems, as well as the|devices concentrating solar
power and increasing its density, Unfortunately, these solutions are not widely applicable
and are not competitive to conventional electric power stdtions. However, giving up
ground-based solar electric power stations and placing them in a geosynchronous or low
equatorial orbit would produce essentially different results.

1. Introduction

In 1968, P. E. Glaser [1], Head of the Technoscientific Department
of the firm Arthur D. Liwle Inc, (USA) proposed 2 project for the
development of a solar power satellite (SPS) on a ynchronous orbit. The
solar power satellite transforms solar radiation into electricity with the help
of semiconductor photocells and sends the coergy to the Earth as
microwaves [2).

The SPS in Glaser’s project has a number of merits: registration of
the increased density of the solar radiation stream, dispersion of the thermal
background in space (ruling out any danger of heat “plollution” of the Earth),
lack of contact with the Earth’s biosphere.
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2. Current relevance

Currently, mankind nses annually about 10 billion tons of fuel and
this figure is constantly rising — primarily in the developing countries which
scek to provide to their citizens living conditions on a par with those in the
highly developed nations [3]. In the USA, the daily per capita usc of electric
power is 10 kWh {4], The consumption level in the developing nations is
tens of times Jess while these countrics account for 2/3 of the global
population. If the tendency to close this gap continucs, the total
consumption of cnergy will grow several-fold and by the year 2020 it will
reach 34 billion tons of fuel [5]. The steep rise of power gencration is very
dangerous: it could causc thermal “pollution” of the Earth and irreversible
climate changes. Mankind’s need of cnergy grows with the growth of
technology. At present, fossil fuels provide the bulk of power: oil, natural
gas and coal. But their deposits underneath the Earth’s crust are not
limitless. Given the current rate of explotation, they are bound 1o dry up in a
few hundred years’s time. Besides that, these fossils arc necded by the
chemical industries. Fossils can partially be replaced by nuclear fuel. The
deposits of uranium are not limitless, either, while those of deuterium in the
oceans are huge. In spite of that, no profitable controlled thermonuclear
reactors have been developed so far. The use of all fuels cnumerated on
Table 1 {6], except for the solar and geothermal power station, pollutes the
environment and harms Nature.

Table 1 B
Balance sheet of the output of electric energy
in the world _
Type ____Per cent
Thermal electric power stations ' 63
(coal, oil, natural gas) |
Hydroelectric stations 19
Nuclear power station 17
Geothermal electric station : 0,5
Solar, wind electric stations 0,1

The solution of the global ecological and power problems through
purc cnergy is a scrious and difficult task. One of the topical modern
opportunities is the development of a project for building a system of solar
power satellites. These discussions arise from the growing needs of
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ecologically pure power at the expense of the traditional power sources,
which endanger the ecological balance. |

3. 8PS orbits |

Powell [7 proposes launching of a platform with photocell panels
onto a geosyncronous or solar-synchronous orbit, 3.‘?,800 km away from the
Earth. At an angle of 23.5° between the orbit and the ecliptic, the panels will
be illuminated by the Sun, which is the prime advant!age of the SPS[8,9]. A
key problem is the location of the SPSs and the}hﬂ consumers. (Glaser’s
original idea [1] was to launch geosyncronous equatorial orbit (GEQ)
actively controlled SPSs, containing solar pancis alpd equipped with relay
antennac; these would constantly face the Sun, SBHdii ng directed microwave
rays to ground-based reception stations (Fig,1)

__\_>LJB 6 ‘
er— o;@Q
5 l 5

Fig. 1. 1 - solar radiation; 2 — photovoltaic cells; 3 - transmitiing
antcnna; 4 - microwave beam; 5 — receiving Jlita%ion; 6 - Earth

|

A number of authors [10, 11, 12] propose the use of a low-carth-
orbit (LEO) istead of GEO. This reduces the difficulty of transporting
materials from the ground. In rccent ycars, most inlen:sjvc consideration [13,
8] was given to LEO and to orbits of the “Molniya” (“Lightning”) type, the
main problem being to deal with the economic aspect. On the one hand,
LEO is a compromise as to the reduction of the dill'i'icullics and expenses
inherent to GEQ, and on the other, the technological and cconomic risks are
casier to predict. The orbit of the “Molniya” type|is a Russian satellitc
system of communication, which uscs sateliies along strongly eccentric
orbits designed to establish radiocommunication ihetwcen two  ground
stations [8]. Another widely discussed orbit is the one using a laser system
for the transmission of energy (Fig.2). The slight !d-ivergence of the ray
provides an opportunity to employ mirror rclay stations of not big mass of
size d. In this case of transmitting power to the ground the relay stations can
operate on geosynchronous or high clliptical orbits and in this way it is
enough for an SPS to be launched into a low solar-synchronous orbit which
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will allow to substantially reduce loss during transportation while
establishing the station |§].

Fig. 2. (Lukuanov), 1 - Earth; 2 — SPS orbit; 3 - high elliptical orbit of
the relay station; 4 — consumer: 5 — laser radiation; 6 — relay station; 7 —
SPS.

3.1. Relaying reprocessed energy from an SPS

With the help of SPS’s, enormous power {up to 10-15 GW or more)
can be generated and relayed to any region of the Earth and the space
around it.

The concentration of power, obtained from an SPS, and the
possibility to transmit power from an SPS to reception stations situated at
various places along the way of a rapid reorientation of the ray, allows for a
considerable increase of the cconomic efficiency of the ‘ground-based grid
{147
Types of systems for relaying power:

1. Relaying power through microwave radiation.

2. Relaying power through laser radiation.

1. Transforming solar power on the basis of microwave rays
(according to Grilikes)

First version. Solar radiation is directly received by the surface of a

converter, which generates electric power; this power is|then concentrated

using an electric commutation system and is transferred to the generator by
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a monochrome ray, and from there, via frec Space, to the transmitling
system. |
Second version. Transforming solar power into electricity using a
generator of radio-frequency emission, which Flll‘Ungh waveguides s
concentrated and is then brought to the receiving system-antenna.

Third version. Contains concentrators of solar radiation which:

1) transform it first into clectric power and then into a directed
monochrome ray; |

if} transform it directly into radiation within an optic or radio range,

Advantages: .

- highefficiency of energy transformation;

- mmimal losscs in transmitiing micrqwave radiation through
the atmosphere.

Shortcomings:

- the great wavelength (10-12 cm) also presupposcs great
divergence of the ray which requirés the establishment of
large-area ground receiving stations;
impossibility of transmitting energy 10. moving objects such
as satellites, orbital transporting dcvic'r:-s, ete;

- radio frequency interference is & real probiem facing SPSs. 11
has become clcar that SPSs will radiate so much energy that
no communication system could operate in the 2.45 GHz
sector at a distance of several kilometers from the receiving
antcnna on the ground | 16,

2. Transmitting energy on the basis of powerful lasers

The specific peeuliaritics of the transtormation of solar power into a
laser beam have to do with the low density of solar radiation in the outer
space, which presupposes the use of concentrators lin the power emitting
systems. But the theorctically attainable density of the strcam of
concentrated solar radiation docs not excecd 16 mW/m® and is insufficient
for effectively pumping the lasers [16]. An analysiis of the suitability of
various substances to be used as active media for SPS lasers with optical
pumping indicales that thesc substances can be divided into three groups:

1. Admitting optical pumping and radiating in the visible range.

2. Permitting pumping by visible light and rell.diating in the infrarcd

range.

3. Pumping and radiating in the infrared range: |- - -

In the first group arc molecular substances .Tg, Nay, Bry, Te,, Li;,
HgBr and the lasers with solutions of organic dyes. In the second group are
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CHl, Br+CO;y, I;+CO,; in the third are CO, CO,, N,O, HF, DF, G,H,. Of
greatest inicrest are the substances of the third group and in particular CO,
CO,, N;O. The cxamined substances of the first and second group have
considerable disadvantages: the former necessitates an excessively high
densily of the radiated stream; and the latter features unacceptably low
transformation efficiency because the cnergy transformed in the process of
pumping exceeds considerably emitied energy. The only exception is the
molecular compound CF,J, which is regarded as onc of the possible active
media [9]. At the same time, the cited resulls cannot be considered final
because the search for suitable working substances is going on.
Advantages:
- smaller ray divergence (1-10 micrometres)
- possibility of using mirror relay stations.
Shortcomings:
- high level of laser absorption by the Earthls atmosphere.

4. Modern projects

The USA is a historical leader in experimenting and demonstrating
cableless energy transmission. Developments in radio in the 1950s have led
to discussions on the development of microwaves in aviation. G. Brown
[16} from Rayton Corp. with the assistance of the US Air Force was the first
Lo construct a serics of clectrically powered helicopters for a demonstration
of the advantages of microwave driving and directing flying vehicles (FV).

Nevertheless, the SPS projects were not implemenied because no
Staic was yet ready to fund such stations duc to military estimates which
indicated that such programs would be inoperable [16],

But the recent power black-outs in California made the USA take a
fresh look at the power supply problem. Now the situation is rather compli-
cated and the need of elcctricity necds is outrunning available resourccs.
According to NASA’s plan (www.scLnoaa‘gov;’inf()/’SOIarMax.pdi), in
2006-2007, the International Space Station will be used to test cableless
power transmission. Besides, it is planned that at the same time the first trial
eleetric station of 100 kW should be builk. By 2011-2012, NASA plans the
launch into outer space of a platform which would be essentially a megawatt
electric station and would be capable of transmitting power both to other
space vehicles and to the Earth. In future, the output of the electric siation
will grow and, according to preliminary calculations, in 15-20 years it will
reach 10 MWatt (hup:ﬁspacepwr.jp].nasu.govfsolar.htm).

In 1994, Japan launched a 100-year plan called “Action Plan — Earth
217 [17]. It aims to reduce carbon dioxide in the Earth’s atmosphere through
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the so-called carbon sinks. The program secks to| give electric power to
photovoltaic systems based on the Earth and in space.’

This blueprint [18] envisages the insta]laﬁ'i('m of systems, which
could provide power from space to the world electric grid in 2040 at the
earliest, ‘

The ground plan envisages a scries of solar power satellites, each of
which will transmit 1GW of electric power to ground-based stations. The

satellites will use microwave radiation of 2.45 GHz EIS].

Fig. 3. (Nagamoto, Sasaki and N ‘

SPS-2000 is a frame constructed of light aluminum in the shape of a
triangular prism, sized approximately 300 m, carrying about 18 hectares of
amorphous silicon batteries in a saddie-like configuration so as to render
unnecessary active directing [191. One square of | the 130-metre phase
transmitting antenna is connected (o a satellite side facing the Earth in the
lower part and provides about 10 MW of 2.45 GHz. energy with a ray whose
cross-section diameter is about 2 km to the Earth’s s irface [18]. The bcam
could be dirccted + 30° to the West or 1o the East and can supply encrgy
within 200 sec. to the receiving antenna within 3° of latitude from the

uo)
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equator. This provides for the supply of up to scveral hundred kW of
continuous energy. A 1,100-km high equatorial orbit| will be used. This
choice minimizes transport expenses and the distance for transmitting
energy from space [18].

5. Conclusion

SPS design and construction is a challenging techno-scientific task.
Of the developed projects, the most discussed ones are SPSs processing
solar power and transmitting encrgy in the form of microwave rays.
Notwithstanding the large investments, the development | of new branches of
science and new technologies, the efficiency of the MOIC-promising projects
for the transmission of solar energy on the basis of powerful lasers is not as
yet safficiently well studied.
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[HPOBJEMH U UAEN 3A PA3BUTHETO
HA COIBTHHKOBH CIHLHYEBH EJIE-KT%PO]IEHTPAJIM

Munen lsemios
Pesiome

CrvHueBaTa pajMaiiMsd € Bb3OGHOBAGM |  EKONOIHYLO YHCT
CHeprueH w3TouHuK. KommiecTsoTo Ha crbuenara eneprus e OTPOMHO, HO
M3TIOJI3BAHETO Ha TOZW M3TOYHHUK 33 HpOHSBUI{CTBOT:O Ha E€NEKTPUYLCTED €
CBBP3aH0 C TONEMH TPYLHOCTH, KATO OCHOBHHUTE Cil HMCKaTa FbCTOTA Ha
CABHYCBATA DAfMALiis BBPXY 3EMHATR NOBBPXHOCT M HENOCTOSHHUST
XapakTep Ha TasH paavauus (0ORaYHOCT, Ho). ELL[_HH OT Ha4YMHHTE 34
UPEORONABAHE Ha Te3H IIPEdKM Ca Beue pa3]3a;60'1*eHHTe eHEPruinm
AKyMYJIaTOPH i KOMOUHMPARHUTE CITbHIEBO-TOTLTHHEN CHEePrUIHA CHCTEMH,
KaKTO H YCTPOMCTBATA 32 KOHHEHTDUpaHe Ha CllbHYeBaTa EHEPTUsT
YBCAMYABAHE Ha I'bCTOTATA K. 32 ChHXKAJEHUE, Te3U péHIeHHH HE ¢a LIHUPOKO
MPUNOXHMH M HE CA KOHKYDEHTHOCIOCOOHM Ha OBGHKHOBSHHTE
CneKTpocTanumy, OTKA3BT OT HAIEMHUTE CIIBHYEBH €NeKTPOLEHTPaNH,
obaye, M MOCTABAHETO HM HAa TEOCMHXPOHHA ML HHCKOEKBATOpHAIHA
opfura, MOXe 1 JOBEME RO CHECEM PasIHyHu Pe3yITaTH.
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ANALYTICAL EFFECTIVE METHOD FOR VERIFICATION OF A
SATELLITE PASS OVER A REGION OF THE EARTH SURFACE
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Abstract

An analytical method is proposed in this work for verification whether an
artificial earth satellite during its orbital motion passes over a region |of the earth surface.
The method is based on undisturbed Keppler's approximation| of the orbir and
approximation of the region by a circular segment 8. In order to define the situational
condition, a conic surface is used with apex in the earth centre, cuiting vut the circular
segrent. The tangents of the conical sutface with Keppler's plane determine the time
intervals in which the satellite trace on the earth Surface occurs inside the segment S, The
iransformation of these tangents in the plane of Keppler’s orbit and the determination af
their crossing points with Keppler's ellipse lies in the basis of the examined method

1. Introduction.

A number of cases exist when, during space experiments, it is
necessary to know the time of a satellite pass over a definite region of the
earth surface. Thus, for example, in synchronous satellite |and ground-hased
measurcments, it is important when the satellite passes over a definite
territory where the ground-based station is located. When problems of
meteorological character are solved on the basis of sate-llite information, it
is significant when the satellite is going to pass over a definite territory or a
meteorological structure (cyclone centre, front). The solution of many other
problems, connccted with the study of the earth surface from space is
connected with the determination of the temporal interval pass over a
specific region. This is necessary in some of the cases for experiments
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plamning. In other cases, the analysis is necded to schedule the seances for
receiving satellite information. In both cascs this is important for the guality
of the conducted cxperiments, and from economical point of view.

The problem for determining a satcllitc) pass over a definite
geographic region has a standard solution. It is obtained on the basis of the
imitation modelling by selecting a proper geometrical model for region V
which determines the situational condition. The discretization of the
solution of the artificial earth satcllite motion equation and the respective
analysis, as concerns the model of the region, allow o determine whether
the satellite passes over the region as well as the moments of crossing its
borders.

For the equation of the artificial carth satellite motion in geo-
cquatorial co-ordinate system (GeCS) we have:

Y

d’r -
{1) m——==3f, ,
dt
> -
, . . - - dr d r{,l o
with initial conditions ro=r {to) —d—: d(to') , where v is the
t i

satellite radius-vector; m - its mass and ¢- the time. The specific form of (1)

reflects the accepted motion model. The solution of (1) can be obtaincd on

the basis of analytical or numerical methods [1!,2] . In any case, a
= . . - . . . |

discretization of the solution of (1) is obtained: |

(2) rta ; rtl ’ rtz TR rtﬂ 3 e |
|
Usually (2) is obtained in GeCS or in orbi%al co-ordinatc system
(OCS). It is hecessary to transform the solution of (1) into Grecnwich co-
ordinate system (GrCS): |
(3) T{GKSY = Ol ~ T ciks)
In (3) Qg 1S the transformation matrix {31. :
Problems cxist in which region V s restricted by a complex outline
contour {for cxample, a state border). There are known methods to present V
and to solve the problem for crossing its borders by ‘the sub-satellite trace
{4]. Within the terms of different problems, the approximation of region V
by a circular spherical segment of the carth surface is! completely sufficient
and substantiated both physically and of geometrical pomt of view. The
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application of such a simplifying situational condition in the discretization
of the solution of the artificial earth satellite motion equation requires also
considerable computation time,

The verification of the situational condition is made by a step in the
time At and cven within one satellite circle it is connected with a multiple
repctition of the respective computation procedure. It is connectcd with
considerablc computational expenses. This paper suggests an analyiical
method 1o apply the verification procednre once for a whole period of the
sateilite circle.

2. Formulation of the Problem.

We shall examine the considered region of the earth surface as a
spherical segment S (Fig, 1). It is cut out of the earth surface by a straight
circular cone with angle  betwecn the axis and the generant and its apex is
in the earth centre. The crossing point of the cone axis with the earth surface
has Greenwich co-ordinates (A,8). Therefore, the segmeni can be

described by the following parameters — angle w, earth |radius Rg and the
Greenwich co-ordinates & and G, ie. § (Y, R, 2 0). Moving along
with the earth surface, the cone tangents with the plane of Keppler’s orbit at
its two sides at moments t, and t,. (Fig. 2). Between the two moments i

and t,, the Keppler’s plane and the conic surface intercross. This means that
part of the Keppler's ellipsis is also restricted within the limits of the conic
surface and that it is located over segment S, |

We shall discuss an approach, aliowing to obtain moments t, and t,
- -

when the satellite crosses the cone generants T, and 1, Wlilich tangent with
the Keppler’s orbit.

- 4

The relation between the intervals (t,t,) and (tl,tg)i on the time axis

shows whether the artificial earth satellite passes over segment S (Fig. 3). If

the two intervals intercross, then the condition for _p%ssing over the
examined segment is fulfilled.

3. Construction of an algorithm. | |

Let's assume that segment S forms a tangent with |K . For distance §
from the centre of S 10 K we can write down [5]: |
|
|

181



n 7 .
4) __;—(Rc*x )=5=SIHW-R®
'n |
or
> >
(4 n"Re=siny.Rg

, |

where n’ is the null vector of K, Rczs the radiu;s-ivector of the segment
middic and Rq =IR. |- the Earth radius. The radius-vector of tho spherical

segment centre R, can be presented in the followin g way:
X:=Resin0.cos[p, (t - to)]
(3)  |Ye=RosinO.sin[o, (t —t,)]
Z.=Recos®
In (5) we is the Earth angular rotation velocity and to is appropriately
sclected cpoch (for example, the moment when the artificial carth satellite
passes through the orbit perigee). If we substitute (3)|in (4") we'll obtain:
(6) Acoso+Bsing+C=0,
where
A=n,.5in® B=pny.sin® , C=ysiny 12089, ¢ =0l —1t).

. N . |
By solving (6) we detcrmine R. at the tangenting moments t, and 1, as well

as the very moments. Thus, for the tan gent vector we
— ¥ - =
{7) 1=(R.xn )Xn

— —

Vector 1 is determined in (7) in GeCS . We make a itransformation of T in OCS [3

can write down:

-+ — |

8 = = XoGe-T
{OKS) (GeKs) |

In (8) the transformation matrix Ologe Nas the foHowirig form [3]:
O= Cosw . cosf) - sin o . ¢cosi. cosQ)
Olig= cosw . sin (3 + sinw . cosi. cosO
3= sim o . sin 1
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Oz1=-8in @ . ¢cosC2 - sinw .cosi.sin
Qap= -sin @ . sin £ + sinw .cos 1. cos2
Olp3= COSW . Sl 1

ts1= sin £ . sin i

Ols=-cos €0 . sin i

U33= COS i

—3

After determination of the tangent vector t in K , we can determine

its crossing points with Keppler's ellipse in OCS:
2

() (E_.+Ec) TR, S
a a (1-¢)
In the second equation of system (9) k signifies the tangent’s coefficient in
OCS. The following rclation exists between the orbital co-ordinates (€,m)
and the eccentric anomaly E [1]:

(10) £ =afcosE -¢ ) ’

N=a+l-csink
where a is the large orbital semi-axis, e- is the eccentricity. On the other
side, on the basis of Keppler's equation we can write down:

(11) t =to+(E -e.sin E }/2
After we find out the eccentric anomaly E in (10) and substitute it in
(11), we determine the moments when the satellite crosses the specified
tangents.

4. Estimation of the Method.

The cxplained method is analytical and it is presented by final
formulae. It is reduced to a single application of the respective calculation
procedure within the limits of one satellitc circle. After |correction of the
orbital elements, the procedurc can be repeated for the next interval of time.
The examined method is based on a situational condition whose geometrical

¥

5
model is reduced to the determination of tangents T, ancli T, in GeCS. The
transformation of the tangents in OCS is equivalent to the transformation of
the situational condition in the orbital plane [6].

A structural approach is applied for the method algorithmization,
Based on a programme complex for situational analysis, developed for
solution of the problems in [6], it was necessary to add two new sub-

programumes for ensuring the treated situational problem. This means that
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the devclopment of algorithms for situational analysis, based on the
transformation of the situational conditions to chp;lcr's plane is facilitated
by the presence of common sub-problems. In our case and for these in [6]
this 1s the crossing of a straight line with Keppler's ellipse.

The following cases arc possible for one Earth rotation around its axis:

- with sufficient orbital inclination equation (6) has four roots which
lcads to determination of four tangents connected with two
crossings of segment § with Keppler's plane;

- with smaller orbital inclination equation | (6) has two solutions
which delermine two tangents, corresponding to one crossing of
scgment Swith K ;

- with small orbital inclination segment S doesn't cross K.

The correction of the orbital clements of each satellite circle on the
basis of the selected model of disturbances allows o apply the presented
approach for situational analysis within long interval of time., Considering
the effectiveness of the computation procedure, even for a long interval of
time the computation expenscs are much less than by verification along the
orbit, periormed with a step. The method is applicable in the cases when
Keppler's approximation in the terms of the saw;llit'c's circle period is
admissible with a view to the solved problem, For solving practical
problems in many cases this is exccuted, i

The offered method for determination of a satellitc pass over a
region of the earth surface, represented by a circular a}cgmcnt, as well as the
examples, given in {6], arc connected with a ql'a{1sfor1nalion of the
situational condition in the plane of Keppler's orbit. Analogous 1o these
cxamples, there are others, which allow to develop an analytical
computation procedure, applicable within the terms| of ouc period of the
satellite circle. Such situational tasks, for example, iare connccted with a
satellitc pass through the shadow of the Earth, the Moon (a central body or
Its natural satcllite). Analo gous explanation can be made for the situational
tasks for delermination of a satellite pass through hm impact wave, the
magnetopause and the neutral layer, which are exceptionally important in
the design of experiments of the type of INTERBALL [7].
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